
Volume 4, Number 12
December 2010

www.thereasoner.org
ISSN 1757-0522

Contents

§1 Editorial 173

§2 Features 174

§3 News 178

§4 What’s Hot in . . . 182

§5 Events 182

§6 Courses and Programmes 185

§7 Jobs and Studentships 185

§1
Editorial

Isabelle Drouet rightly noticed in the preceding issue of
The Reasoner that philosophy is closely related to logic,
if not to reasoning in general. But which reasoning are
we talking about? There is no polemical answer to this
in the following lines. Just a friendly interview with a
friendly analytic philosopher, the German philosopher
of logic and epistemologist, Heinrich Wansing.

Before moving to the University of Bochum, Hein-
rich taught for many years at the Technical University
of Dresden and I’ve had the great opportunity to begin
my postdoctoral project under his supervision. About

logic and philosophy, of course. Or logic in philoso-
phy, more precisely. But which sort of logic did we
talk about, exactly? (There can be several ways of do-
ing logic. In particular, mathematical logic covers some
foundational topics that hardly overlap with philosophi-
cal logic.) Philosophical logic was the main point of our
discussions. I see this area of logic as the application of
logical tools to some philosophical problems, including
the famous exercise of “solving” paradoxes through for-
malization and conceptual analysis.

Which logical tools do we need in order to solve
a paradox, and which paradoxes should we focus on
in philosophy? It can-
not be denied that profes-
sional philosophy moves
with the times and ex-
periences the famous law
of supply and demand:
a large literature in the
formal school of analytic
philosophy is stimulated
by the supply of log-
ical paradoxes: Fitch’s
Paradox, the Prisoner’s
dilemma, the Paradox of
the Knower, and many
others. However influential this supply may be on the
fashionable logical tools of philosophical logic, my one
year’s work with Heinrich did not touch on these para-
doxes, but rather on the most famous paradox in the his-
tory of logic: the Liar Paradox. The latter occasioned a
thorough exploration of the land of non-classical logics,
and several years ago Heinrich initiated a corresponding
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project on a generalized theory of truth-values with the
Ukrainian logician Yaroslav Shramko. Here is a some-
what exotic topic: neither a possible-world semantics,
nor an extension of the popular dynamic epistemic log-
ics but, rather, a set-theoretical reflection about logical
consequence starting from the basic concept of a truth-
value.

Between Polish logics (Grzegorz Malinowski’s
many-valued inferences, Roman Suszko’s reduction
thesis) and non-classical matrices (Miller’s dual intu-
itionistic logic, Belnap & Dunn’s First Degree Entail-
ment), I took advantage of my postdoctoral stay to in-
terview Heinrich about his general profile. All of that in
the heart of this marvellous city of Dresden, a.k.a. the
“Florence on the Elbe”. Enjoy this new issue!

Fabien Schang
LHSP Henri Poincaré, Nancy

§2
Features

Interview with Heinrich Wansing

Heinrich Wansing is Professor of Logic and Episte-
mology at the Ruhr University Bochum (Germany).
He is the author of many works on philosophical
logic, negation, structural proof theory, and generalized
truth-values. He is also a member of the editorial
boards of several journals including Studia Logica and
an editor of more than a dozen books.

Fabien Schang: Can you describe your personal
philosophical profile?

Heinrich Wansing: I am a philosopher who is
interested in non-classical logic, epistemology, and
philosophy of language. My interests range from
problems in the philosophy of natural language and
Categorial Grammar to
structural proof theory,
formal epistemology,
negation, constructive
logic, and modal logic
broadly conceived.
Moreover, I have a clear
conception of what I am
definitely not. Let me
put it sort of positively: I
am an anti-psychologist
with respect to logic and
an anti-irrationalist with
respect to philosophy in
general.

FS: How would you depict the import of philosophi-
cal logic in philosophy?

HW: In my view, philosophical logic is both a cen-
tral part and a firm basis of philosophy. Philosophical
logic is indispensable for conceptual explications (in
Carnap’s sense) and conceptual analyses. The various
suggestions for a conceptual analysis of the notion of
knowability provide an illuminative example.

FS: Your current project (with Yaroslav Shramko)
deals with generalized truth-values. It’s all the more in-
teresting that such a project relates to the area of many-
valued logics, whereas the mainstream area of philo-
sophical logic has much more to do with the AGM
tradition (belief revision) and possible-worlds seman-
tics. Therefore, how would you defend the relevance of
many-valuedness, given such a research context?

HW: First, I have to admit that it seems to me that
my research interests are quite unaffected by what isor
is not a mainstream area. The existence of mainstream
areas may, of course, indicate the particular relevance
of certain research topics, and not all current trends in
logic are equally important. On the other hand, the var-
ious areas within philosophical logic, including the ar-
eas you are mentioning, are interrelated. There is, for
example, the research program of many-valued modal
logic. AGM-style belief revision is not so intimately
conjoined with multiple-valued logic, but nevertheless
there exists interconnections. The sixteen-valued log-
ics in which Shramko and I are interested contain para-
consistent negations, and paraconsistency handling is
an issue in belief revision. Indeed, the recent work
on generalized truth-values ties up with many themes
and problems from philosophical logic such as con-
structiveness, information processing, indeterministic
interpretations of the logical operations, the notion of
contradictoriness, and the very notion of a logical sys-
tem. I do not perceive many-valued logic, modal logic
broadly conceived, and belief revision theory as com-
peting paradigms but as mutually influencing and mu-
tually inspiring research programs

FS: A good deal of your work concerns logical nega-
tion. Why have you focused many of your papers upon
this concept?

HW: Well, to some extent it just happened. Af-
ter my DPhil supervisor, David Pearce, had engaged
my interest in the strong, constructive negation used
in David Nelson’s constructive logics with strong nega-
tion, I soon realized that logical negation is a rich and
very important topic. In the literature, unary opera-
tions with quite different properties have been consid-
ered as negations, and once it is acknowledged that there
is nothing like the one and only pre-theoretic concept
of negation, it is just revealing to investigate the mul-
tiplicity of negations. In particular, contrary-forming
negation operations have a special appeal. Also, there
are many applications of strong negation ranging from
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logic programming to falsificationism in the philosophy
of science.

FS: You are equally concerned with different rep-
resentation procedures like lattice theory and sequent
calculus. Now both seem to assume crucially differ-
ent views of truth: the former orders some given truth-
values from the outset, while the latter considers a truth-
value as the final result of a finite proof. Hence, where
do you find your personal preference in this respect, as
a philosopher?

HW: I believe that truth and falsity are two funda-
mental categories of semantical evaluation. It is impor-
tant to recognize that they are equally relevant and that
they should be treated on a par. When it comes to in-
formation processing, which is quite different from be-
lief processing, semantical evaluation does not remain
two-valued. Information states may or may not support
the truth of a given proposition and they may or may
not support the falsity of a given proposition. In this
way, we end up with four values the proposition may
receive with respect to a given information state. These
are, essentially, Belnap’s four truth-values: N (no sup-
port), F (support of falsity), T (support of truth), and B
(support of both truth and falsity). But this is just the
beginning, because we may take into account that for
each of these four values, a state may or may not sup-
port the assignment of this value. As a philosopher, I
am not compelled to prefer this approach to the proof-
theoretic, anti-realistic perspective on truth alluded to
in your question, or vice versa. A classical sequent has
two positions, one for truth and one for the absence of
truth, i.e., for classical falsity. An n-sided sequent has n
positions 1, . . ., n for n values. In the case of a sound se-
quent calculus, a proof of a proposition at position k es-
tablishes that the proposition always (in every model, at
every information state) takes the value k. I see no con-
flict between starting with a lattice-ordered set of truth-
values on the one hand and a proof-theoretic framework
on the other hand. In the end I want both, even as a
philosopher. Moreover, semantical values regarded as
information values are neither metaphysical nor episte-
mological. You may associate these values with an anti-
realistic understanding of meaning as well, although it
is not derived from the concept of language use.

FS: A last word about consequence. How would you
assess the relevance of many-valued inference within
the realm of philosophy of logic, including the issue of
information?

HW: “Many-valued inference” could just mean in-
ference in some many-valued logic. Since there are
many-valued logics which are important in philosoph-
ical logic, I would assess many-valued inference in this
sense as highly relevant. In particular, intuitionistic
logic as an infinite-valued logic and Nelson’s not sim-
ply truth-functional, constructive four-valued logic are
rather important with respect to information processing.

If “many-valued inference” refers to a multiplicity of in-
ference relations, this multiplicity is highly relevant for
the philosophy of logic. One fundamental conception
of valid inference views valid inference as the preserva-
tion of a certain value (or membership is a certain set
of values) from the premises to the conclusions, or vice
versa. Truth is a fundamental but not the only seman-
tical value, and if there are several equally important
semantical values around, then, in addition to a formal
language, a logical system may comprise (an encoding)
of several syntactical inference relations and semantical
consequence relations.

Numbers Are not Sets!
Martin Cooke in The Reasoner 4 (11), 162-163, tries to
show that Euler’s ‘2’ (and by implication any other nu-
meral used by a pre-twentieth century mathematician)
does not refer to the standard corresponding element in
von Neumann’s designated set-theoretic omega series.
But there is a much more forceful argument showing
that no natural number is a set of any kind.

The set-theoretic tradition has, in this connection,
been most concerned with finding elements that satisfy
the Dedekind-Peano axioms. But there is more to num-
bers than that, as Hume’s Principle (from which these
axioms can be derived) shows. For (see, e.g. my 2007:
‘Neo-Fregean Unnatural Numbers’ The Reasoner 1 (8),
7-8) it is also the case that the number of Fs is the num-
ber of Gs if and only if the Fs and the Gs can be put into
one-to-one correspondence. So there is also the gram-
mar of the referring phrase ‘the number of Fs’ to be
attended to. To illustrate the point, consider the iden-
tification that is commonly made that the number zero
is the empty set. For, from the required grammar of
the situation, it is the number of elements in the empty
set that is zero, not the empty set itself. A grammat-
ical confusion is therefore involved if it is taken that
the set itself is the number, since what is grammatical
more generally is that it is N(S) = n, not S = n, where
‘N’ is the function ‘the number of members of’. We
count by putting the members of some set into a one to
one correlation with the numerals starting from ‘1’, so
that, if the last member counted corresponds to ‘n’ then
the number of the members is n, because the numerals
name the numbers. If the number of members of a set
S is n, and that number of members was the set of non-
zero numerals up to ‘n’ (for instance, but also any other
n-membered set) then the numeral ‘n’ would not name
what is common between S and those numerals (or other
set), namely their number.

Other loose forms of expression can be involved in
this area, since Zermelo, for example, in fact merely
claimed that his preferred omega sequence ‘can take the
place of the numerals’, saying this was just a matter of
convention (J. van Heijenhoort (ed.) 1967: From Frege
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to Gödel, Harvard University Press, Cambridge MA,
p. 205). And that is certainly true, since what the nu-
merals are is a matter of convention. But the numerals
are not the numbers, and what the numbers are is not a
matter of convention, but accurate, factual definition.

Again, there was great relief in the early twentieth
century when it was seemingly found how to ‘define’ an
ordered set in terms of an ordinary, unordered set. It was
even said at that time that ordered sets were a kind of or-
dinary set—although there was seemingly some choice
as to which ordinary set one might take to be the or-
dered set in question. But an ordered set is a set with a
relation on it, and so is not a set pure and simple of any
kind. Certainly one might be able to replace ‘a is the
first member of < a, b >’ with ‘a is [a certain function]
of [a certain ordinary set]’, and so seemingly do away
with ordered sets in one’s ontology. But the ontological
reduction in this one limited case does not mean that the
ordered set is the chosen ordinary set, in the sense that
one can replace mentions of the one with mentions of
the other wherever they occur. Indeed even in the case
just given there is no identity since the function of the
ordinary set that identifies the first member of the or-
dered set is not the function ‘the first member of’ in ‘a
is the first member of < a, b >’, since the latter is sim-
ply a matter of which of ‘a’ and ‘b’ is mentioned first in
the symbol ‘< a, b >’.

And that fact points to another major error of the
same general kind in the area, for instance when it is
said that binary relations are sets of ordered pairs. This
was appealing to a past generation of theorists who
hoped to avoid mention of properties, relations etc.,
through reduction of them to sets of one kind or an-
other. But from the above we immediately see that there
is no reduction of sets of ordered sets to sets of ordinary
sets. And so there is no chance of a reduction of rela-
tions to sets of ordinary sets. What is collected in the
set associated with a binary relation are things that are
not sets pure and simple, and so the preferred ontology
of ordinary sets cannot include them, and must be ex-
panded to get anywhere close to what a relation is. But
of course, the set of ordered pairs in question is only as-
sociated with the relation and is not itself identical with
it, so there is no chance that one can avoid reference to
the relation and deal only with the associated set. The
relation of being less than, amongst numbers, for in-
stance, is expressed by the symbol ‘<’, i.e. ‘is less than’,
and denoted by the referential phrase ‘being less than’,
while the set of pairs of numbers between which this re-
lation holds is denoted by a quite different symbol—a
set expression. But if this set expression was a replace-
ment for the phrase referring to the relation, ‘being less
than’, then the set expression would need somehow to
have an item associated with it that did not denote the
set, but which, instead, ‘expressed the set’. Yet there is
no such thing as expressing a set: ‘being less than’ is

the nominalisation of a verb, and set expressions aren’t
nominalisations of verbs.

Hartley Slater
Philosophy, The University of Western Australia

A Note on Adams Conditionals
Roughly, an intensional disjunction is a disjunction
whose components have a meaning connection. For ex-
ample,

(1) Spain won the FIFA World Cup 2010 or The
Netherlands did it.

would be intensional, whereas

(2) Goldbach’s conjecture is true or Laika died seven
hours after launching.

would not, for seemingly Laika’s death has nothing to
do with the truth value of Goldbach’s conjecture. Ac-
cording to Anderson and Belnap (1975: Entailment,
Princeton-London: Princeton University Press, pp. 163-
177), an intensional disjunction which admits disjunc-
tive syllogism always can be converted into a sub-
junctive conditional. It has been uncritically assumed
that Adams conditionals constitute genuine counterex-
amples to that thesis of Anderson and Belnap (see
E. Adams 1970: Subjunctive and Indicative Condition-
als, Foundations of Language, pp. 89-94). However, we
think there is a flaw in passing from the intensional dis-
junction to the corresponding subjunctive conditional in
those alleged counterexamples.

Consider the following Adams pair:

(ID1) Oswald killed Kennedy or someone else did it.

(ASC) If Oswald had not killed Kennedy someone else
would have.

It is clear that (ID1) implies

(a) Someone killed Kennedy.

but it does not say a word about whether that someone
is Oswald or not, that is, (ID1) does not imply

(b) Oswald killed Kennedy.

(a) should be implied also by the corresponding sub-
junctive conditional. (ASC) implies it but it also seems
to imply much more, namely (b). Moreover, unlike
(ID1), (ASC) involves a kind of fatalism, for it seems
to imply

(c) Necessarily, someone would have killed Kennedy
(for if Oswald had not, someone else would have).
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These are usually considered the reasons why an in-
tensional disjunction in general does not imply a sub-
junctive conditional. However, for us they constitute
evidence for disregarding (ASC) as the subjunctive con-
ditional corresponding to (ID1). Thus, the conclusion
from those arguments should be rather that (ASC) is not
the subjunctive conditional corresponding to (ID1), not
that there is no trusty subjunctive conditional associated
to (ID1).

Roughly, the flaw is the following one. The counter-
factual situation is not about Kennedy’s death, but about
who killed him. Nonetheless, (ASC) makes the counter-
factual about Kennedy’s death, which gives the feeling
that the conditional subjunctive entails a sort of fatal-
ism that it is not in (ID1). The subjunctive conditional
corresponding to (ID1) seems to be

(SC1) If Oswald had not killed Kennedy, someone else
would have been the person who killed him.

This seems reasonable and the problems vanish (for
now, at least: philosophy is in the business of continu-
ously killing and reviving ideas). Clearly, (SC1) does
not imply (c). What (SC1) would imply is

(d) Kennedy was killed.

and at most

(e) Given that Kennedy was killed, necessarily some-
one killed him.

which are very different to (c).
(SC1), like (ID1), implies (a) but not (b). Indeed, (b)

is not implied by (ASC), either. It is commonly thought
that the antecedent of a subjunctive conditional is not
true (in this world, at least). In our example, this would
mean that (ASC) as well as (SC1) would imply that Os-
wald actually killed Kennedy, that is, (b), for the actual
world, from which we are departing by the subjunctive
clause, is still one in which Oswald did kill Kennedy.
But this is not right. In general, subjunctive condition-
als need not to be counterfactuals, i.e. their antecedents
need not to be false. Consider for example

(f) If the butler had been the murderer, detectives
would have found just the clues which they in fact
found.

Here a conditional is presented as evidence for the
truth of its antecedent. The conditional cannot be coun-
terfactual, since it would be self-defeating to presup-
pose false what one is trying to show true. Consider
now

(g) If John had taken arsenic, he would have shown
just exactly those symptoms which he does in fact
show.

A typical place to use such a subjunctive conditional
would be in the course of an argument trying to bolster
the hypothesis that John did in fact take arsenic. But
then again it would be self-defeating to presuppose that
the hypothesis is false.

Analyses of subjunctive and counterfactual condi-
tionals like Stalnaker’s (1968: A theory of condition-
als, Studies in Logical Theory) or David Lewis’ (1973:
Counterfactuals, Oxford: Basil Blackwell) seem to sup-
port the idea that intensional disjunctions in general do
not imply subjunctive conditionals. In the semantics of
their theories it can be given a model where “A or B” is
true in the actual world and “If A were not the case then
B would hold” is false, since the disjunction might be
false in other possible worlds. For the sake of simplic-
ity, let us restrict the discussion to Stalnaker’s theory.
In it, a model can be obtained from the following as-
sumptions: (i) In the actual world A holds but B does
not; (ii) in the possible world closest to the actual one
such that A does not hold, B does not hold either. By
(i), (ID1) would be true; by (ii) the corresponding sub-
junctive conditional would be false. Then, intensional
disjunctions in general do not imply the corresponding
subjunctive conditional. Thus, Stalnaker’s models seem
to show that no matter what the associated subjunctive
conditional to (ID1) is, in general the disjunction might
be true and the conditional false.

Things are not so simple, though. A world where nei-
ther Oswald nor someone else killed Kennedy is a world
where Kennedy was not killed. But then such a world is
not a proper (counter)model of (SC1), for it is not even
a model of, say, (d). These considerations make us think
there is room yet for a happy marriage between inten-
sional disjunctions and subjunctive conditionals, not to
be dissolved by Adams pairs.

Thanks for useful comments to Cristian Gutiérrez, Bihui Li
and referees.

Luis Estrada-González
JBI, University of Groningen, Netherlands

Philosophy, UAEM, Mexico
Paulina Raigosa

Philosophy, UNAM, Mexico

The Right to Life and Two Controversial
Social/Political Policies
Can a person consistently believe that (1) human beings
have a right to life, and that (2) universal health care and
a livable income (an income above the poverty level and
where life is sustainable) are not programs that should
be implemented to save lives that would otherwise be
lost? This is an important question because many of our
politicians and social pundits, including Sarah Palin,
John McCain, Ken Buck, and Mike Huckabee, not to
mention many common citizens, seem to hold these two
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beliefs. Because we should be held accountable for our
beliefs, philosophers ought to engage in analyzing pub-
lic discourse. Engaging in analyzing public discourse
continues the work of Socrates by exposing what Hope
May refers to as ‘inconsistency ignorance’ and ‘defini-
tional ignorance’ by holding public figures accountable
for what they claim (May 2000: Socrates, Wadsworth,
Belmont (CA), p. 69). It is important that our beliefs
be consistent if we are to have well thought out public
discussions that can result in polices and programs that
address the important social issues that we face.

Let us assume that innocent human beings have a
right to life. Let us also assume that this is a positive
right so there are things that other people must do for,
or refrain from doing to, the right-holder, regardless of
who they are or where they are located. Minimally, this
right entails that we should not cause an innocent hu-
man life to be lost if we can save it. I am using the
notion of ‘causation’ to mean that an action, either one
of commission or one of omission, is (part of) the cause
of x if the explanation of why x happened includes the
action under question as part of the explanation such
that if the action under question had not happened, x
would not have happened. This being the case, person
S can cause the death of person S ′ by either killing S ′

or letting S ′ die where S could have saved S ′.
Believing both (1) and (2) is an example of incon-

sistency ignorance. The question of inconsistency con-
cerns the rationality of believing both that people have
a right to life and the belief that implementing universal
health care and a livable wage is not necessary to ensure
that what this right requires of us is instantiated in prac-
tice. I stated that the right to life entails that we should
not cause an innocent life to be lost that we can save.
Consider the following argument:

1. Human beings have a right to life. (True by stipu-
ation.)

2. If human beings have a right to life, then we have
the moral obligation to save those lives that can be
saved.

3. If we have the moral obligation to save those lives
that can be saved, then we have the moral respon-
sibility to implement those practices necessary in
order to save the lives that can be saved.

4. Therefore, we have the moral responsibility to im-
plement those practices necessary in order to save
the lives that can be saved.

We can easily determine that universal health insur-
ance and a livable wage are practices that need to be
implemented in order to save lives that would other-
wise be lost. For example, in regards to universal health
care, the September 23, 2009 edition of the New York

Times had an article citing a Harvard Medical School
study claiming that about 45000 people died because
they lacked health insurance. Relative to the plight of
not having a livable wage, Peter Singer states, “accord-
ing to UNICEF, nearly 10 million children under five
years old die each year from causes related to poverty”
(Singer 2009: The Life You Can Save, Random House,
New York, p. 4). It seems clear that if all human be-
ings had universal health care and a livable wage, lives
that would be otherwise lost would be saved. Therefore
if we do not extend universal health care and a livable
wage to all innocent human beings we are causing lives
to be lost that could be saved. The argument runs thusly:

1. We have the moral obligation to implement prac-
tices necessary to save those lives that can be
saved.

2. Universal health care and a livable wage are nec-
essary in order to save lives that can be saved.

3. Therefore, we have a moral obligation to imple-
ment universal health care and a livable wage.
QED

I have not argued that innocent people have a right
to life, or that there should be universal health care or
a livable wage for all innocent human beings. I have
not argued for anything remotely original, nor have I
relied on controversial normative concepts and theories.
I simply asked the question regarding the consistency
between believing that innocent human beings have an
absolutist basic right to life and not endorsing universal
health care and a livable wage for all innocent human
beings. If we believe that innocent human beings have
a right to life then we, if we are to be rational, must also
believe that it is necessary to implement universal health
care and a livable wage for all innocent human beings.
To believe otherwise is to endorse an inconsistency and
that is not rational. If we want to be rational then we
either have to endorse the thesis that if all human beings
have a right to life then we must implement universal
health care and a livable wage or cease believing that
human beings have a right to life.

John Alexander
Philosophy, Phoenix College and

South Mountain Community College

§3
News

Development and Learning, 18–21 August
This annual conference attracts mostly psychologists
and roboticists interested in understanding autonomous
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mental development. Developmental psychologists and
computational modelers are often interested in testing
their theories and models in an embodied system inter-
acting with a dynamic environment in real time. Devel-
opmental roboticists are interested in starting robots off

with some of the important characteristics of human in-
fants and allowing them to learn and develop by social-
izing with humans and other robots. This is a summary
of some of the important talks from the Conference.

In a keynote address, Susan Gelman (U. Michigan)
asked when and how children generalize the language
they are acquiring. Because young children seem to be
working out the meanings of about 1600 new words
at any moment, they use fast-mapping to rapidly ac-
quire a placeholder for initial meaning on the basis of
rather minimal information, as the rest of the meaning
gets established over the next several months. Her evi-
dence suggests that generalization does not arise solely
from associative learning but rather is the child’s de-
fault assumption. Evidence for default status comes
from finding that generic interpretations are not linguis-
tically marked and they appear early in development, as
in I like grapefruit (2 years, 4 months) and I hate ba-
bies that cry, and you’re a baby that cries (3 years, 10
months). A fundamental notion of kind seems critical
to children’s fast mapping of words to meanings.

In an invited talk, Gianluca Baldassarre (Institute of
Cognitive Sciences and Technologies, Rome) described
the large-scale IM-CLeVeR project to design robots that
accumulate new skills through autonomous develop-
ment based on intrinsic motivation, and then reuse these
skills for complex, assigned tasks. The idea is to have
robots behave like children at play and learn by flexi-
bly re-using, composing, and readapting previously ac-
quired skills. Investigation of three fundamental scien-
tific and technological issues is required: mechanisms
for abstracting sensory information; mechanisms under-
lying curiosity drives that focus attention on zones of
proximal development; and hierarchical recursive archi-
tectures permitting cumulative learning. These studies
use reverse-engineering to simulate the results of em-
pirical experiments done with monkeys and with human
children and adults.

To give a flavor of the technical content of the con-
ference, we describe four highly-rated papers that were
presented.

Kevin Gold and Allison Petrosino (Wellesley Col-
lege) explained how to use information gain to build
meaningful decision forests for multi-label classifica-
tion. A new heuristic called gain-based separation
modifies multi-class decision-tree learning to produce
forests that describe an example with multiple classi-
fications. When the information gain at a node would
be higher if all examples of a particular classification
were removed, those examples are reserved for another
tree. Classes are mutually exclusive within trees but not

across trees. The algorithm was tested on humans’ de-
scriptions of the color, size, and distance of objects to
a robot. The method outperforms several other tech-
niques.

Ian Fasel et al. (U. Arizona) described a method of
intrinsically-motivated information foraging. They treat
information gathering as a partially observable Markov
decision process in which the goal is to maximize an
accumulated intrinsic reward at each time step based
on the negative entropy of an agent’s beliefs about
the world. They show that such information-foraging
agents discover exploration policies that take into ac-
count the long-term effects of sensory and motor ac-
tions, while automatically adapting to variations in sen-
sor noise and amounts of prior information and limited
memory.

Derrik Asher et al. (U. California, Irvine) examined
the effect of neuromodulation on performance in a com-
petitive game. By predicting rewards and costs, the neu-
romodulators dopamine and serotonin, respectively, af-
fect how organisms learn and compete for resources.
The authors developed and tested a neural-network
model of these neuromodulators in Hawk-Dove games.
The neural agent became Dove-like when its ability to
predict payoffs was compromised due to damaging the
dopaminergic system, allowing the serotonergic system
to become dominant. It became Hawk-like when its
ability to assess risk was compromised by damaging the
serotonergic system, allowing the dopaminergic system
to become dominant.

Nicholas Butko and Javier Movellan (U. California,
San Diego) explained how agents with access to only
their own sensory-motor experiences can learn to look
at visual targets. They show that learning to look at vi-
sual targets has a deep and rich problem structure, inter-
relating sensory experience, motor experience, and de-
velopment. They show how a Bayesian agent should
trade off different sources of uncertainty in order to dis-
cover how their sensors and actuators inter-relate. Two
very different robots are shown to quickly learn reliable
intentional looking without access to anything beyond
their own experiences.

Visit the conference website for additional informa-
tion.

Thomas R. Shultz
Psychology, McGill University

Benjamin Kuipers
EECS, University of Michigan

Interacting Minds: An Interdisciplinary
Approach to Social Cognition, 9 November

Imagine you are stopped at a pedestrian crossing talk-
ing. A stranger steps out onto the road, and, without
noticing the light is still red, you follow, only to be
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struck by a car. Almost all of this happened to Jens
Krause (Humboldt Universität zu Berlin), amusingly
enough at the end of a study to discover the conditions
under which one individual crossing the road can trigger
another to do the same; an example of collective deci-
sion making. At the interdisciplinary symposium “In-
teracting Minds” organized by the Centre of Integrative
Life Sciences, Krause demonstrated how an apparently
informed individual can take the lead of entire groups
by following 3 surprisingly simple rules specifying how
to move in relation to conspecifics.

According to Hanne de Jaegher (University of the
Basque Country) these group behaviours may meet only
some of the criteria for social cognition. Whilst the in-
dividuals are clearly ‘coupled’, are they ‘mutually regu-
lating’? In this case no, the stranger may not even notice
you following them, there would be no effect of your
action on their mind. For de Jaegher this additional cri-
terion, mutual regulation, is needed as it allows for in-
teractions to be understood as potentially constitutive
of social cognition. Some may reject an extended meta-
physics of cognition and still accept the claim that the
study of social cognition can move beyond the study
of reactions to social stimuli and focus on interaction
proper.

In line with rules modelling collective decision mak-
ing, Giorgia Committeri (Gabriele d’Annunzio Univer-
sity) argues that many forms of social interaction are
dependent on an individual’s capacity to represent the
space in which they and their fellows are located. With
this Committeri takes us away from the interaction it-
self, back into the individual agents and their represen-
tations of space. Committeri divides space into reach-
able and non-reachable space and finds that not only the
space around the individual, but also the space around
others is also represented in this way. This raises an
interesting possibility that our representations of others
involve not only representing their mental states but ba-
sic facts of their embodied agency.

Natalie Sebanz (Radboud University) makes great
strides toward understanding this with a focus on what
she calls ‘shared action representations’, which repre-
sent both one’s own and one’s partner’s contributions to
an action. This class of representation may contribute
strongly to explanations of how we cognise and perform
actions involving more than one agent. In particular that
shared representations are predictive will contribute sig-
nificantly to explanations of real time coordination.

Excitingly, Marcel Brass provides evidence for a role
of this kind of representation in social cognition beyond
joint action. Those with suffering autism have severe
difficulties with social cognition. Whilst they appear
to have no problems in forming shared representations
there is evidence of a specific difficulty in controlling
their use.

Tania Singer’s (Max Planck Institute for Human Cog-

nitive and Brain Sciences) work also contributes to
deeper understanding of what we need to represent
about others to be successful social cognisers. Her fo-
cus being on what we represent about other’s emotional
states and in particular what is shared in empathy. Em-
pathy, Singer suggests, involves two important forms of
representation, the representation of an emotional state,
but also a bodily self-representation, which is used to
identify the origin of the emotion as either one’s own or
another’s.

Wayne Christensen (Konrad Lorenz Institute for Evo-
lution and Cognition Research) offers an account of
moral cognition that allows for the subject’s lack of in-
sight into their moral thinking whilst preserving the ra-
tionality of moral claims. He suggests reconceiving of
individuals as moral expert and imports insights from
expertise research to explain moral cognition. In par-
ticular ‘situation models’ which have very rich and de-
tailed content, but which are highly organised allowing
for fast responses.

Even from very basic interactions between agents,
important insights into social cognition have been gen-
erated. Most of the workshop focused on what an indi-
vidual needs to represent and how this is done in order
to successfully engage in a social interaction. However,
we also saw a need to push outside of individual agents
to the metaphysics of interaction itself. This took us
from a group decision to cross a road to the capacity for
skilled moral decision making. Many thanks to all our
speakers and participants!

Glenn Carruthers
Stefan Gutwinski

Anna Kuhlen
Steffen Landgraf

DarMeshi
Rosa Steimke

Bernhard Voelkl
CILS, Humboldt Universität zu Berlin

Formal Semantics and Pragmatics, 19–21
November

The conference “Formal Semantics and Pragmatics:
Discourse, Context, and Models” was held from 19-21
November 2010, in Riga, at the University of Latvia.

The main organisers were Jurgis Šķilters of the Uni-
versity of Latvia, Barbara Partee, professor emerita
at the University of Massachusetts at Amherst, and
Michael Glanzberg, professor at the University of Cal-
ifornia at Davis, in partnership with the Department of
Philosophy at Kansas State University and with support
from the University of Latvia. Assistance was provided
by Kristı̄ne Ante, the head of the local organizing team,
which consisted of Signe Mežinska, Katrı̄na Smoļska,
Jānis Pencis and Linda Apse.
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As well as keynote talks from Barbara Partee and
Michael Glanzberg, there were talks from invited speak-
ers in plenary session and contributed talks in parallel
session. The invited speakers were Paul Dekker, Kai
von Fintel, Nirit Kadmon, Manfred Krifka, Fred Land-
man, Jeff Pelletier, Jaroslav Peregrin, Craige Roberts,
Maribel Romero, Susan Rothstein, Philippe Schlenker,
Martin Stokhof, Anna Szabolcsi and Zoltán Gendler
Szabó. This report summarises all talks by invited
speakers and some of the contributed talks.

Some sub-topics emerged within the general theme
of the conference, including the mass/count distinction;
conditionals; presuppositions and focus; quantification;
superlatives; anaphora; contextualism; and historical
and philosophical questions about the object of study
in linguistics and formal semantics.

Jeff Pelletier argued that nouns are unmarked for
mass/count in the lexicon, that each noun denotes the
union of stuff and a set of individuals, and count or mass
features are added in the syntax.

Susan Rothstein claimed that classifier phrases are
ambiguous between counting and individuating read-
ings with different syntactic structures and (correspond-
ingly) different compositional semantics, supporting her
analysis with data showing that the distinction affects
pluralisation, much/many agreement and reciprocals. In
complementary work, Fred Landman proposed an addi-
tional distinction between neat and mess, so that there
are four possibilities, three of them lexically realised:
+Count, +Neat, e.g. chair, -C, -N, e.g. salt, -C, +N
e.g. furniture.

Kai von Fintel presented a puzzle about condition-
als: how can we reconcile Jackson’s compelling intu-
ition that the probability of If p then q is the conditional
probability of q, given p, with the observation that sen-
tential anaphors can pick up conditional sentences as
antecedents.

Ariel Cohen argued that conditionals are illocution-
ary operators. Nicholas Allott claimed that apparently
non-monotonic reasoning with conditionals is compat-
ible with a classical, monotonic semantics. Itamar
Francez showed that some conditionals are ambiguous
between biscuit conditionals and ordinary indicatives,
for example, “There are no guards if you enter the mu-
seum from the south”.

Craige Roberts used a detailed review of the seman-
tics and pragmatics of ‘only’ to introduce her project of
understanding projection facts in terms of what is ‘at is-
sue’. Nirit Kadmon and Aldo Sevi urged the elimination
of the notion of focus from the grammar, arguing that
pitch-accent indicates what is new in that it is unpre-
dictable from context and prior discourse, and that the
data show that operators such as ‘only’ are not focus-
sensitive. Marta Abrusan discussed the triggers of ver-
bal presuppositions.

Anna Szabolcsi argued that scope interactions be-

tween ‘raising’-verbs and their subjects indicate that
these verbs quantify over time or world arguments.

Maribel Romero claimed that sentences with compar-
ative superlatives such as ‘fewest possible’ are ambigu-
ous, using the data to argue for a two-place lexical entry
for ‘-est’ comparatives. Manfred Krifka and Ariel Co-
hen argued that ‘at most’ superlatives should be given
a meta-speech-act analysis: ‘there are at most five’ re-
fuses to grant that there are six, that there are seven etc.

Philippe Schlenker argued that data from American
Sign Language and French Sign Language shed light
on context shift in indirect speech and favour a dynamic
account of donkey anaphora over (syntactic) E-type ac-
counts.

Zoltán Szabó presented a contextualist account of
sentences with know, arguing that their truth-conditions
are sensitive to the contextually salient question the sen-
tence addresses, while Gunnar Björnsson argued that
assessments of utterances are assessments whether con-
ditions that the speaker wanted to convey are satisfied.

In Barbara Partee’s keynote opening lecture she gave
an overview of the history, aims and methods of formal
semantics. Martin Stokhof claimed that linguistics ille-
gitimately studies an idealisation of its subject matter,
in contrast to genuine sciences which make legitimate
abstractions. According to Jaroslav Peregrin, language
is an institution (and not a mental capacity) and must
be studied as such. Paul Dekker examined the reasons
why work in formal semantics should (and does) focus
on truth-conditions.

Michael Glanzberg closed the conference with a talk
examining possible relations between concepts and lex-
ical meanings.

Nicholas Allott
CSMN, University of Oslo

Calls for Papers
Social Cognition: Mindreading and Alternatives: spe-
cial issue of the Review of Philosophy and Psychology,
deadline 1 December.
Space and Time. Perspectives from Philosophy, Math-
ematics and Physics: special issue of the Philosophia
Scientiae, deadline 1 December.
Statistical Computing and Statistical Graphics Sec-
tions: American Statistical Association, Student Paper
Competition 2011, deadline 13 December.
Visual Reasoning with Diagrams: special issue of Log-
ica Universalis, deadline 15 December.
Classical Logic and Computation: special issue of An-
nals of Pure and Applied Logic, deadline 15 February.
From Practice to Results in Logic and Mathemat-
ics: special issue of Philosophia Scientiae, deadline 1
March.
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Cushing Memorial Prize: to the best paper in the His-
tory and Philosophy of Physics, deadline 15 March.
Hilary Putnam International Young Scholars Con-
test: to the best two essays on any aspect of of Hilary
Putnam’s latest views, deadline 15 April.
Experimental Philosophy: special issue of The Monist,
deadline 30 April.
C. L. Hamblin and Argumentation Theory: special is-
sue of Informal Logic, deadline 30 June.
The Problem of the Criterion: special issue of Philo-
sophical Papers, deadline 30 June.
Formal and Intentional Semantics: special issue of The
Monist, deadline 30 April 2012.

§4
What’s Hot in . . .

We are looking for columnists willing to write pieces
of 100-1000 words on what’s hot in particular areas
of research related to reasoning, inference or method,
broadly construed (e.g., Bayesian statistical inference,
legal reasoning, scientific methodology). Columns
should alert readers to one or two topics in the par-
ticular area that are hot that month (featuring in blog
discussion, new publications, conferences etc.). If you
wish to write a “What’s hot in . . . ?” column, either on
a monthly or a one-off basis, just send an email to fea-
tures@thereasoner.org with a sample first column.

. . . Logic and Rational Interaction

Several conference reports appeared last month on
LORIWEB: on the Logic and Knowledge Conference
which took place in Rome in June, on the Amsterdam
Graduate Philosophy Conference held in October, and
on the CPH-NIP Formal Epistemology Workshop that
took place in Copenhagen in October.

A special issue of the Journal of Philosophical Logic
is devoted to the 2009 Formal Epistemology Workshop
(FEW). The issue is already available online. Other new
publications include the book Approaches to Legal Ra-
tionality that appeared with Springer, and two new ar-
ticles on justification logic recently added to the justifi-
cation logic bibliography.

Finally, the category Logic and Philosophy of Logic
of the online repository PhilPapers needs an editor.
Qualified volunteers may find more information on the
PhilPapers webpage.

Information on topics relevant to the area of Logic
and Rational Interaction can be submitted to Rasmus
Rendsvig, our web manager or to the loriweb address.

We will be happy to publish your news on LORIWEB.

Ben Rodenhäuser
Philosophy, Groningen

Introducing . . .

If you would like to write one or more short
introductions to concepts, topics, authors or books

connected with reasoning, inference or method, or if
you have an editorial project to collate such pieces and

would like to print some of them here, please email
features@thereasoner.org with your proposal.

§5
Events

December

AI*IA: 11th Symposium on Artificial Intelligence of
the Italian Association for Artificial Intelligence, Bres-
cia, Italy, 1–3 December.
Modalities: Semantics & Epistemology: Nancy,
France, 1–3 December.
Semantics for Robots: Utopian and Dystopian Visions
in the Age of the ‘Language Machine’: Chicago, Illi-
nois, USA, 2–4 December.
MINDGRAD: Warwick Graduate Conference in the
Philosophy of Mind, University of Warwick, UK, 4–5
December.
CACS: International Congress on Computer Applica-
tions and Computational Science, Singapore, 4–6 De-
cember.
NIPS: 24th Annual Conference on Neural Information
Processing Systems, Vancouver, B.C., Canada, 6–11
December.
From Cognitive Science and Psychology to an
Empirically-informed Philosophy of Logic: Amster-
dam, 7–8 December.
MIWAI: 4th Mahasarakham International Workshop on
Artificial Intelligence, Mahasarakham, Thailand, 9–10
December.
Rational Trust: University of Copenhagen, 9–10 De-
cember.
APMP: 1st International Meeting of the Association for
the Philosophy of Mathematical Practice, Brussels, 9–
11 December.
Causation in Epidemiology: Department of History and
Philosophy of Science, University of Cambridge, 14
December.
ICDM: International Conference on Data Mining, Syd-
ney, Australia, 14–17 December.
New Trends in the Philosophy of the Social Sciences:
UNED, Madrid, 15 December.
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SILFS: International Conference of the Italian Society
for Logic and Philosophy of Sciences, University of
Bergamo, Italy, 15–17 December.
Scepticism and Justification: COGITO Research Cen-
tre in Philosophy, Bologna, 17–18 December.
International Conference on Recent Advances in Cog-
nitive Science: Varanasi, India, 18–20 December.

January

LogICCC Meets India: Delhi University, India, 7–8
January.
ICCMS: 3rd International Conference on Computer
Modeling and Simulation, Mumbai, India, 7–9 January.
ICLA: 4th Indian Conference on logic and its Applica-
tions, New Delhi, India, 9–11 January.
Graduate Conference in Epistemology: Miami, FL,
13–15 January.
Philosophy of Science Colloquium: Durban, SA, 18
January.
The Notion of Form in 19th and Early 20th Century
Logic and Mathematics: International graduate work-
shop, Vrije Universiteit Amsterdam, 20–21 January.
TheNature of Indeterminacy: University of Leeds, 21–
22 January.
Graduate Conference on the Philosophy of Logic and
Mathematics: Cambridge, 22–23 January.
SODA: ACM-SIAM Symposium on Discrete Algo-
rithms, San Francisco, California, USA, 23–25 January.
ICISD: International Conference on Intellingent Sys-
tems & Data Processing, Vallabh Vidyanagar, Gujarat,
India, 24–25 January.
ICICN: International Conference on Information and
Computer Networks, Guiyang, China, 26–28 January.
ICAART: 3rd International Conference on Agents and
Artificial Intelligence, Rome, Italy, 28–30 January.
CCA: Computability and Complexity in Analysis, Cape
Town, South Africa, 31 January - 4 February.

February

Social Norms in Social Sciences: Department of Phi-
losophy, University of Bristol, 14 February.
AIA: 11th International Conference on Artificial Intel-
ligence and Applications, Innsbruck, Austria, 14–16
February.
PhDs in Logic: Graduate Conference and Winter
School, Brussels, 17–18 February.
CICLing: 12th International Conference on Intelligent
Text Processing and Computational Linguistics, Tokyo,
Japan, 20–26 February.
More Too FunkyCausation: Department of Philosophy
and Moral Sciences, Ghent University, Belgium, 23–24
February.

ICLICC: International Conference on Logic, Informa-
tion, Control and Computation, Gandhigram, Tamil
Nadu, India, 25–26 February.
Novel Ppredictions: Heinrich-Heine Universität
Düsseldorf, Germany, 25–26 February.
ICMLC: 3rd International Conference on Machine
Learning and Computing, Singapore, 26–28 February.

March

ISHPS: Israeli Society for History & Philosophy of
Science, Bloomfield Science Museum, Jerusalem, 6
March.
Theory-Ladenness of Experience: Heinrich-Heine Uni-
versität Düsseldorf, Germany, 10–11 March.
Southern Society for Philosophy and Psychology:
New Orleans, Louisiana, 10–12 March.
STACS: 28th International Symposium on Theoretical
Aspects of Computer Science, Dortmund, Germany,
10–12 March.
Model Uncertainty and Selection in Complex Mod-
els: University of Groningen, The Netherlands, 14–16
March.
Thinking about Animal Cognition: Institut für Philoso-
phie, Ruhr-Universität Bochum, Germany, 17–18
March.
European Epistemology Network: Lund, Sweden, 17–
19 March.
Edinburgh Graduate Conference in Epistemology:
University of Edinburgh, 18-19 March.
NAFIPS: 30th North American Fuzzy Information Pro-
cessing Society Annual Conference, El Paso, Texas,
USA, 18–20 March.
AI and Health Communication: Stanford University,
California, 21–23 March.
Discovery in the Social Sciences: Towards an
Empirically-informed Philosophy of Social Science:
University of Leuven, Belgium, 22–23 March.
The Problem of Relativism in the Sociology of (Scien-
tific) Knowledge: University of Siegen, 22–23 March.
Truth be Told: Workshop on Philosophical and For-
mal Theories of Truth: Department of Philosophy, In-
stitute for Logic, Language and Computation, Univer-
siteit van Amsterdam, 23–25 March.
ICDDM: International Conference on Database and
Data Mining, Sanya, China, 25–27 March.
Social Computing, Behavioral-Cultural Modeling, &
Prediction: College Park, Maryland, United States, 29–
31 March.
Hacking’s Styles of Thinking: University of Cape
Town, 30–31 March.

April

Epistemology ofModeling& Simulation: Building Re-
search Bridges Between the Philosophical and Mod-
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eling Communities: University of Pittsburgh, 1–3 April.
Paradox and Logical Revision Workshop: Arché Re-
search Centre, St Andrews, Scotland, 2–3 April.
AISB: UK Society for the Study of Artificial Intelli-
gence and Simulation of Behaviour, University of York,
York, 4–7 April.
Research Student Conference in Probability and
Statistics: Cambridge, 4–7 April.
SpringSim: Spring Simulation Multi-conference,
Boston, MA, USA, 4–9 April.
Biology and Subjectivity: University of Navarra, Pam-
plona, Spain, 6–8 April.
ICNCS: International Conference on Network and
Computer Science, Kanyakumari, India, 8–10 April.
The Authority of Science: University of Sydney, Aus-
tralia, 8–10 April.
AIML: ICGST International Conference on Artificial
Intelligence and Machine Learning, Dubai United Arab
Emirates, 11–14 April.
ICANNGA: International Conference on Adaptive and
Natural Computing Algorithms, Ljubljana, Slovenia,
14–16 April.
MAICS: 22nd Midwest Artificial Intelligence and Cog-
nitive Science Conference, Cincinnati, Ohio, USA, 16–
17 April.
NFM: 3rd NASA Formal Methods Symposium,
Pasadena, California, USA, 18–20 April.

May

AAMAS: 10th International Conference on Au-
tonomous Agents and Multiagent Systems, Taipei, Tai-
wan, 2–6 May.
EBL: 16th Brazilian Logic Conference, Laboratório
Nacional de Computação Cientı́fica, Petrópolis (RJ),
Brazil, 9–13 May.
ICCS: 4th International Conference of Cognitive Sci-
ence, Tehran, Iran, 10–12 May.
PhiLang: 2nd International Conference on Philoso-
phy of Language and Linguistics, University of Lodz,
Poland, 12–14 May.
Metaphysics & the Philosophy of Science: University
of Toronto, 13–15 May.
LPNMR: 11th International Conference on Logic Pro-
gramming and Nonmonotonic Reasoning, Vancouver,
BC, Canada, 16–19 May.
Argumentation: Cognition & Community: Ontario So-
ciety for the Study of Argumentation (OSSA), Univer-
sity of Windsor, 18–21 May.
Philosophy and Ordinary Language: Louvain, 19–20
May.
Recent Advances in Statistics and Probability: Hasselt
University, Diepenbeek, Belgium, 19–20 May.
Systematicity and the Post-connectionist Era: Taking
Stock of theArchitecture ofCognition: San Jose, An-
dalucia, Spain, 19–21 May.

SLACRR: St. Louis Annual Conference on Reasons
and Rationality, St. Louis, MO, 22–24 May.
PAKDD: 15th Pacific-Asia Conference on Knowledge
Discovery and Data Mining, Shenzhen, China, 24–27
May.
AI: 24th Canadian Conference on Artificial Intel-
ligence, Saint John’s, Newfoundland and Labrador,
Canada, 25–27 May.
Normativity ofMeaning: Sellersian Perspectives: De-
partment of Logic, Institute of Philosophy, Prague,
Czech Republic, 25–27 May.
LATA: 5th International Conference on Language and
Automata Theory and Applications, Tarragona, Spain,
30 May - 3 June.

June

TICTTL: 3rd International Congress on Tools for
Teaching Logic, Salamanca, Spain, 1–4 June.
WSOM: 8th Workshop on Self-organizing Maps, Es-
poo, Finland, 13–15 June.
BW7: 7th Barcelona Workshop on Issues in the Theory
of Reference, Special Topic: Paradoxes of Truth and
Denotation, 14–16 June.
ICANN: International Conference on Artificial Neural
Networks, Espoo, Finland, 14–17 June.
Logicism Today: Besse-en-Chandesse, France, 14–17
June.
CSR: 6th International Computer Science Symposium
in Russia, St. Petersburg, 14–18 June.
SPSP: Society for Philosophy of Science in Practice,
University of Exeter, Exeter, UK, 22–24 June.
EPISTEME: ‘Social Epistemology meets Formal Epis-
temology: Recent developments and new trends’, Cen-
ter for Formal Epistemology, Department of Philoso-
phy, Carnegie Mellon University, 24–26 June.
Evolution, Cooperation and Rationality: Philosophi-
cal Perspectives: University of Bristol, 27–29 June.
Models of Computation in Context: Sofia, Bulgaria, 27
June- 02 July.
ICML: 28th International Conference on Machine
Learning, Bellevue, WA, USA, 28–29 June.
Models and Mechanisms in Cognitive Science: School
of Philosophy, Psychology, and Language Sciences,
University of Edinburgh, 29 June.
ECSQARU: 11th European Conference on Symbolic
and Quantitative Approaches to Reasoning with Uncer-
tainty, Belfast, Northern Ireland, UK, 29 June - 1 July.

July

ICMC: 2nd International Choice Modelling Confer-
ence, Leeds, UK, 4–6 July.
TABLEAUX: Automated Reasoning with Analytic
Tableaux and Related Methods, Bern, Switzerland, 4–
8 July.
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LGS7: 7th International Conference on “Logic, Games
Theory and Social Choice”, National School of Political
Studies and Administration, Bucharest, Romania, 6–9
July.
ICLP: 27th International Conference on Logic Pro-
gramming, Lexington, Kentucky, USA, 6–10 July.
IWSM: 26th International Workshop on Statistical
Modelling, Valencia, 11–15 July.
TARK: Theoretical Aspects of Rationality and Knowl-
edge, Groningen, the Netherlands, 11–15 July.
ICIAM: 7th International Congress on Industrial and
Applied Mathematics, Vancouver, British Columbia,
Canada, 18–22 July.
IJCAI: 22nd International Joint Conference on Artificial
Intelligence, Barcelona, Spain, 19–22 July.
CLMPS: 14th Congress of Logic, Methodology, and
Philosophy of Science, Nancy, France, 19–26 July.
SING: 7th Spain-Italy-Netherlands Meeting on Game
Theory, Paris, 18–20 July.
ISIPTA: 7th International Symposium on Imprecise
Probability: Theories and Applications, University of
Innsbruck, Austria, 25–28 July.
CADE: 23nd International Conference on Automated
Deduction, Wroclaw, Poland, July 31- August 5.

§6
Courses and Programmes

Courses

SELLC: Sino-European Winter School in Logic, Lan-
guage and Computation, Guangzhou, China, 3–18 De-
cember.
Logic Summer School: Canberra, Australia, 6–17 De-
cember.
Spring School on Belief Functions Theory and Appli-
cations: Autrans, France, 4–8 April.
Logic School: Instituto de Matemática/UFF, Niterói
(RJ), Brazil, 7–8 May.
Reasoning and Argument: Computer and Cognitive
Science Perspectives: 2nd Summer Institute on Argu-
mentation, Centre for Research on Reasoning, Argu-
mentation and Rhetoric, University of Windsor, On-
tario, Canada, 9–27 May.

Programmes

Doctoral Programme in Philosophy: Language, Mind
and Practice, Department of Philosophy, University of
Zurich, Switzerland.
HPSM: MA in the History and Philosophy of Science
and Medicine, Durham University.
Master Programme: Philosophy of Science, Technol-
ogy and Society, Enschede, the Netherlands.

MA in Cognitive Science: School of Politics, Inter-
national Studies and Philosophy, Queen’s University
Belfast.
MA in Logic and the Philosophy of Mathematics: De-
partment of Philosophy, University of Bristol.
MA in Metaphysics, Language, and Mind: Department
of Philosophy, University of Liverpool.
MA in Mind, Brain and Learning: Westminster Insti-
tute of Education, Oxford Brookes University.
MA in Philosophy: by research, Tilburg University.
MA in Philosophy of Biological and Cognitive Sci-
ences: Department of Philosophy, University of Bristol.
MA in Rhetoric: School of Journalism, Media and
Communication, University of Central Lancashire.
MA programmes: in Philosophy of Language and Lin-
guistics, and Philosophy of Mind and Psychology, Uni-
versity of Birmingham.
MRes in Methods and Practices of Philosophical Re-
search: Northern Institute of Philosophy, University of
Aberdeen.
MSc in Applied Statistics and Datamining: School of
Mathematics and Statistics, University of St Andrews.
MSc in Artificial Intelligence: Faculty of Engineer-
ing, University of Leeds.

MA in Reasoning

An interdisciplinary programme at the
University of Kent, Canterbury, UK.

Core modules provided by Philosophy and further
modules from Psychology, Computing, Statistics,

Social Policy, Law, Biosciences and History.

MSc in Cognitive & Decision Sciences: Psychology,
University College London.
MSc in Cognitive Science: University of Osnabrück,
Germany.
MSc in Cognitive Psychology/Neuropsychology:
School of Psychology, University of Kent.
MSc in Logic: Institute for Logic, Language and Com-
putation, University of Amsterdam.
MSc inMathematical Logic and the Theory of Compu-
tation: Mathematics, University of Manchester.
MSc in Philosophy of Science, Technology and Soci-
ety: University of Twente, The Netherlands.
MRes in Cognitive Science and Humanities: Language,
Communication and Organization: Institute for Logic,
Cognition, Language, and Information, University of
the Basque Country (Donostia San Sebastian).

§7
Jobs and Studentships

Jobs
Senior position: Open AOS, with a preference for phi-
losophy of mind, cognitive science, neuroscience, and
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language, Department of Philosophy, University of Cal-
ifornia, San Diego, until filled.
Assistant Professor: AOS: Empirically-informed Phi-
losophy of Mind, AOC: Metaphysics, Epistemology,
Philosophy of Science, or Philosophy of Cognitive Sci-
ence, Georgia State University, opens 15 November, un-
til filled.
Assistant Professor: AOS: Philosophy of Science or
History of Philosophy, Lawrence University, Appleton,
WI, deadline 1 December.
Assistant Professor: AOS: Formal Philosophy, De-
partment of Philosophy, University of Utah, deadline 1
December.
Herbert Simon Fellowship in Scientific Philosophy:
for research in logic or philosophy of mathematics, De-
partment of Philosophy, Carnegie Mellon University,
deadline 1 December.
Postdoctoral Research Associate: in Machine Learn-
ing, Department of Engineering, University of Cam-
bridge, UK, deadline 1 December.
Visiting Assistant Professor: AOS: Epistemology,
Metaphysics, Mind, Language, or Philosophy Science,
Department of Philosophy, Lafayette College, Easton,
PA, deadline 1 December.
Post-doc Research Fellowships: “Pragmatic Founda-
tions Project”, Centre for Time, University of Sydney,
deadline 3 December.
Research Associate: in the project RECOGNITION
(“Relevance and cognition for self-awareness in a
content-centric Internet”), Faculty of Computer Science
& Technology, University of Cambridge, deadline 10
December.
Tenure-track position: AOS: Epistemology. AOC:
Philosophy of Language, Philosophy of Mind, or Logic,
Department of Philosophy & Religion at Western Ken-
tucky University, review of applications begins 10 De-
cember.
Three-year Lecturer: Philosophy & Economics Pro-
gramme, University of Bayreuth, deadline 10 Decem-
ber.
Professorship: AOS: preference to metaphysics, epis-
temology, history of philosophy, philosophy of science,
philosophy of mind, and philosophy of language, ANU,
Canberra, deadline 15 December.
Professorship: in Theoretical Philosophy, AOS: phi-
losophy of mind, philosophy of science, philosophy of
language, or epistemology, Department of Philosophy,
Bielefeld University, deadline 31 December.
One-year position: in Philosophy of Science, San Fran-
cisco State University, review of applications begins in
January.

Studentships
10 PhD student positions: within the doctoral pro-
gram “Mathematical Logic in Computer Science”, Vi-

enna University of Technology (TU Wien), until filled.
PhD Studentship: “Hyper-heuristics for Grouping
Problems”, School of Computer Science, University of
Nottingham, until filled.
PhD Studentship: “Dynamic Semantic Matchmaking
for Stream Data and Knowledge”, University of Ab-
erdeen, deadline 15 December.
Fully Funded Doctoral Studentship: Knowledge Rep-
resentation and Reasoning, University of Oxford, dead-
line 31 December.
PhD position: in analytic epistemology, Department of
Philosophy, University of Geneva, deadline 31 Decem-
ber.
PhD positions: Gatsby Computational Neuroscience
Unit, UCL, London, deadline 7 January.
LSE Philosophy Scholarship: Department of Philoso-
phy, Logic and Scientific Method, London School of
Economics, deadline 15 January.
Lakatos Scholarship: MSc in Philosophy of Sci-
ence, Department of Philosophy, Logic and Scientific
Method, LSE, deadline 15 February.
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