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Markov-chain convergence theorem

For P irreducible and aperiodic, with stationary distribution 7:
maxyeql||P(X,-)||lTv < Cal

with C > 0and a € (0,1).

@ Exponential convergence is everywhere, but C and « are
unknown.

@ Can we do better?
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Converging faster than exponential

@ Absorbing Markov chain with one absorbing state.
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Convergence in one step, better than exponential.
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Metropolis—Hastings algorithm (1/2)

P(a— b)= A(a— b) -P(a—b).

consider a—b accepta — b

Detailed balance:

n(a)P(a — b) = n(b)P(b — a) (1)

P(a— b) x(b) A(b— a)

Pb—a) Ala—b) =(a)
This leads to a generalized Metropolis filter

m(b) A(b— a)

P(a— b) = min 1’A(a—>b) (@)
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Metropolis—Hastings algorithm (2/2)

@ Generalized Metropolis filter

n(b) A(b— a)
Ala— b) w(a)

P(a— b) = min |1,

@ A(a— b) = w(b) unrealistic

@ A(a— b) ~ m(b) realistic, super interesting.

@ MCMC equivalent of perturbation theory in theoretical
physics.

@ Better A’s < larger moves.

@ Applications in spin models, bosonic QMC, etc..

Identify good A’s through machine learning?
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Characteristic times in MCMC 1/3

@ Correlation time.
@ Mixing time.
@ Cover time.
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Characteristic times in MCMC 2/3

@ Correlation time: Time to move from one i (~ x;) to an
independent j ( ~ ;).

@ Mixing time: Time to reach a j ~ ; starting from i ~ 710}
with worst 710},

@ Cover time: Time to have seen all samples, starting from
the worst initial sample x: fcoy = maxxeq E [7cov(X)] (with
Teov(X) the time to have seen all i € Q).
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Characteristic times in MCMC 3/3

Example (SSEP of N hard spheres on path graph Poy):
@ Correlation time: oc N3,
@ Mixing time: o N2 log N.
@ Cover time: NN,
Consequences:
@ Difficult to know normalization of «:
.. Whatis Z =" 7m,? (Thermodynamic integration)
@ Difficult to know Q:
.. What is miny 7TX'7

.. What is maxy m,? (Simulated annealing)
.. What is conductance?

(3] Difficult to explore Q:
0 IsQ=107?
e Have we seen all of Q? (Multicanonical MC)
Missing element in Py: Combinatorial explosion of sample
space.
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Thermodynamic integration, simulated annealing, etc.

@ Normal MCMC (algorithm development): keep =, change
P, keep .

@ Lifted MCMC: keep =, keep P, change Q.

@ Thermodynamic integration, sim annealing, multicanonical
MC: change =, keep P, keep 2.

Debate:
@ Sampling algorithms development vs. Metaheuristics.
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Thermodynamic integration

@ All of MCMC: concerned with ;/m;, norm of 7; (usually)
irrelevant.
e Metropolis filter: P(i — j) = min (1, 7;/7;).
e NB: Flow: Fj = 7P (usually) unknown.
@ All of physics: concerned with Z =, m;
(i = exp (—E;/KT)
@ All of physics: Partitition function known analytically in
some limits:
High-temperature limit: T — co & 5 — 0
Ideal-gas limit: density p — 0, interactions — 0.
Ideal-solid limit: density p — pmax, interactions — harmonic.
Keep Q (usually), change .

@ Creating a path from a known limit to the relevant {Q, 7} is
called “Thermodynamic integration”.

@ Path must (normally) be smooth (avoid phase transitions).
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Thermodynamic integration (example)

V-shaped: 7; = const| = — i| Vi € Q.
const = % is unknown.

V -shaped: #; = |5 — | Vi € Q.
Partition function Z = >, _q 7.
Consider 7 (“pi to the power alpha”).

o — 0: high-temperature limit 70 = 1 Vi.

“Riemann integration” path «(t) with a(0) = 0 and
a(l)=1.
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Thermodynamic integration

@ Partition function Z(a) = 3 ;cq 7
(NB: 7: normalized, #: non-normalized).
@ Fundamental expression 1

/) = Zﬁ—l Zﬁ-la ~Ioz

ieQ ieQ T

@ Fundamental expression 2:

Z(a) o e
o r = nr g (%),

ieQ ieQ 7T

@ Fundamental expression 3:

20~ | z075) | 209 | [ z09] |20 |2

@ Only Z(0) is known.
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From thermodynamic integration to simulated

annealing

Thermodynamic integration:
@ MCMCs at «a(t) with a(0) =0and (1) = 1
@ Samplings at different « independent.
Simulated annealing:
@ The sampling at & = 1 may be difficult in MCMC.

@ Use the same sequence of «, but starting sample at o’
equals final sample at «. Simulated annealing:

@ Samplings at different « dependent.
@ Most studied (basic convergence theorem: Hajek (1988))

@ Meta-MCMC algorithm: Work on “cooling schedule” «;
rather than on Pte=1},
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Simulated annealing

Simulated annealing can be tested in:
@ V-shaped stationary distribution
@ Simulated annealing: Sequence of samplings that feed on

each other (feed-forward), single sampling “active” at any
time.

@ Simulated tempering (feed-back, many samplings
simultaneously active).
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