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1. Introduction

Basket options are contingent claims on a group of assets such as equities, commodities, currencies and even other vanilla derivatives. Spread options can be conceptualised as basket options whose payoffs depend on the price differential of two assets. Basket options are a subclass of exotic options commonly traded over-the-counter in order to hedge away exposure to correlation or contagion risk. Hedge-funds also use them for investment purposes, to combine diversification with leveraging. Spread options are heavily traded on the commodity markets, in particular on energy markets, where several final products are industrially produced from the same raw material.

From a modelling point of view, the framework ought to be multidimensional since baskets of 15 to 30 assets are frequently traded. Many pricing models that seem to work well for single assets cannot be easily expanded to a multidimensional set-up, mainly due to computational difficulties. Hence, in order to circumvent these difficulties, practitioners resort to classic multidimensional geometric Brownian motion type models which can be easily implemented. However, by doing so, the empirical characteristics of the assets in the basket are simply ignored. In particular, negative skewness, which is well known to characterize equities, cannot be captured properly by these simple models which can produce a limited range of values for skewness. Recently, [Borovkova and Permana (2007) and Borovkova et al. (2007, 2012)] have proposed a new methodology that can incorporate negative skewness while still retaining analytical tractability, under a shifted log-normal distribution, by considering the entire basket as one single asset. This strong assumption allows the derivation of closed-form formulae for option pricing.

Ideally, one would like the best of both worlds, realistic modelling and precise calculations. In this paper, we present a general computational solution to the problem of multidimensional models which lack closed-form formulae or models that require burdensome numerical procedures. The shifted log-normal process with jumps exemplifies the problem encountered with pricing basket options. On one hand, this distribution is very useful to follow the dynamics of one asset, but on the other hand expanding this set-up to a basket of assets leads to severe computational problems. We circumvent this problem by employing the Hermite polynomial expansion which is matching exactly the first $m$ moments of the model implied probability distribution. Hence, the only prerequisite of our method is to be able to calculate the moments of the basket in closed form. In addition, the same technique can
be applied for any other similar modelling situations for other models. Furthermore, our methodology is applicable to the situation when some assets in the basket follow one diffusion model and other assets follow a different diffusion model.

The article is structured as follows. In Section 2 we briefly review the methods proposed for pricing basket and spread options, focusing on approximation techniques. Section 3 contains a description of the continuous-time models we employed here. Our new methodology is discussed in Section 4 and the empirical results are presented in Section 5. The final section concludes.

2. Related Literature

The number of papers covering basket options and, in particular, spread options has increased considerably in the last three decades. Margrabe (1978) was the first to develop an exact formula for European spread options when the two assets are assumed to follow a geometric Brownian motion. Carmona and Durrleman (2003) presented an extensive literature review on pricing methods for spread options as well as introducing a new method. The methods used to price basket options can be classified into analytical, purely numerical and a hybrid semi-analytical class based on various expansions and moment matching techniques. Our method belongs to the last category.

By analogy to early papers on pricing Asian options, Gentle (1993) proposed pricing basket options\(^1\) by approximating the arithmetic weighted average with its geometrical-average counterpart so that a Black-Scholes type formula could be applied. Korn and Zeytun (2013) improved this approximation using the fact that, if the spot prices of assets in the basket are shifted by a large scalar constant \(C\), their arithmetic and geometric means converge asymptotically. They consider log-normally distributed assets and approximate the \(C\)-shifted distribution by standard log-normal distributions. Kirk (1995) developed a technique for pricing a spread option by coupling the asset with negative weight with the strike price, considering their combination as one asset having a shifted distribution and then employing the Margrabe (1978) formula for exchanging two assets. This shift assumption corresponds to a linear approximation of the exercise boundary\(^2\).

---

\(^1\) In that paper it is assumed that all assets in the basket have positive weights.

\(^2\) The exercise boundary is the minimal standardized log-price of the first asset that makes the spread option in-the-money as a function of the standardized log-price of the
can be considered as an extension of Kirk (1995). They derived a closed-form pricing formula for spread options by applying a quadratic Taylor expansion of the exercise boundary. These results were further extended by Li et al. (2010) to the case of N assets with positive and negative weights. Venkatramanan and Alexander (2011) and Alexander and Venkatramanan (2012) priced spread options and more general multi-asset options (basket and rainbow options) using a portfolio of compound exchange options (CEO). Their idea was to utilise exact replicating portfolios and then approximate the formulae to price the CEOs. Remarkably, Venkatramanan and Alexander (2011) derived an analytical formula for American spread options using the early exercise premium approach proposed in Kim (1990). Bjerksund and Stensland (2011) also priced spread options by direct use of the implied exercise boundary in Kirk (1995).

When analytical formulae are difficult to find under a particular model, it is common, in the finance industry, to resort to Monte Carlo (MC) methods. Control variate techniques for pricing basket options are described in Pellizzari (2001) and Korn and Zeytun (2013). Barraquand (1995) advanced a very general framework to price multidimensional contingent claims by Monte Carlo simulation and quadratic re-sampling. Monte Carlo simulation was also successfully used to price American style basket options by Barraquand and Martineau (1995), Longstaff and Schwartz (2001) and Broadie and Glasserman (2004).

While Monte Carlo methods offer a feasible solution, the computational cost may be too high even for standard-size baskets commonly traded on the financial markets. Hence, the bulk of the literature on basket option pricing gravitates around approximation methods that circumvent the numerical problems generated by the high-dimensionality of basket models. A typical example is the research by Li (2000) who employed an Edgeworth expansion of a four-parameter skewed generalized-t distribution. Edgeworth series expansions were proposed first by Jarrow and Rudd (1982) and Turnbull and Wakeman (1991) to price European basket options and arithmetic Asian options respectively. Rubinstein (1998) combined an Edgeworth expansion and a binomial tree to price American-style option with pre-specified skewness and kurtosis. This method has two disadvantages. Firstly, the matching of skewness and kurtosis is not exact given that a rescaling of probability is second asset.
necessary. Secondly, not all combinations of skewness and kurtosis can be matched because negative probabilities and multi-modal distribution may result.

Levy (1992) approximated the distribution of a basket by matching its first two moments with the moments of a log-normal density function, and consequently a Black-Scholes pricing formula could be employed. Other works improved the log-normal approximation allowing for improved skewness and kurtosis calibration. The displaced diffusion introduced by Rubinstein (1981) considers the shifted basket value as being log-normally distributed. Borovkova et al. (2007), henceforth BPW, proposed a generalized log-normal approach that is superior to the model in Rubinstein (1981) because it allows distributions of a basket to cover negative values and negative skewness. Zhou and Wang (2008) advocated a method similar to that of BPW, selecting the log-extended-skew-normal as the approximating distribution. They obtained a Black-Scholes type pricing formula where the standard extended-skew-normal cumulative distribution function replaces the normal one. Borovkova et al. (2012) extended this method to price American-style basket options via a one-dimensional binomial tree. In an interesting application, Borovkova and Permana (2007) adapted the method described in BPW to price Asian basket options.

Milevsky and Posner (1998) used the reciprocal gamma distribution to approximate a positively weighted sum of correlated log-normal random variables. Matching the first two moments of the basket, they priced European basket options by a Black-Scholes type formula where the normal cumulative function is substituted by the cumulative distribution function of the gamma distribution. This method returns good results only when the basket has a decaying correlation structure (similar to the one for Asian option). Posner and Milevsky (1998) derived a closed-form pricing formula by using two distributions from the Johnson system of distributions that match the first four moments of the basket value. Asian and basket options prices were calculated by Ju (2002) using the Taylor’s expansion for the ratio of the characteristic function of the value of the basket at maturity to that of the approximating log-normal random variable. While the literature on pricing basket options is large there is sparse research on calculating the hedging parameters for basket options. Hurd and Zhou (2010) price spread options for two or more assets and also derive the Greek parameters by using fast Fourier transform. The only assumption for the underlying asset price processes is that the characteristic function of the joint return is known analytically.
3. The Modeling Framework

In this paper, we consider a new process for asset prices: the shifted jump-diffusion process. We firstly describe the standard jump-diffusion model in Section 3.1 that provides the platform for designing the shifted jump-diffusion model in Section 3.2.

3.1. Jump-diffusion Model

Consider the filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t \leq T}, \mathbb{P})\). Let us define, on this space, the financial market consisting of \(\Upsilon\) assets, \(S^{(i)}\) for any \(i = 1, \cdots, \Upsilon\), with dynamics given by

\[
dS_t^{(i)} = (\alpha_i - \beta_i \lambda_i)S_t^{(i)} dt + S_t^{(i)} \sum_{j=1}^{n_w} \gamma_{ij} dW_t^{(j)} + S_t^{(i)} dQ_t^{(i)}, \quad i = 1, \cdots, \Upsilon \tag{3.1}
\]

and the bank account

\[
dM_t = rM_t dt \tag{3.2}
\]

that can be used to borrow and deposit money with continuously compounded interest rate \(r \geq 0\), assumed constant over time.

Equation (3.1) describes a jump-diffusion process where \(\alpha_i\) is the expected rate of return on the asset \(i\), \(\{W_t^{(j)}\}_{t \geq 0}\) are \(n_w\) mutually independent Wiener processes, \(\{Q_t^{(i)}\}_{t \geq 0}\) are independent compound Poisson processes formed from some underlying Poisson processes \(\{N_t^{(i)}\}_{t \geq 0}\) with intensity \(\lambda_i \geq 0\) and \(Y_j^{(i)}\) representing the jump amplitude of the \(j\)-th jump of \(N_t^{(i)}\) for any \(i = 1, \cdots, \Upsilon\). The jumps \(Y_j^{(i)}\) for any \(i = 1, \cdots, \Upsilon\) are independent and identically distributed random variables with probability density function \(f(y) : (-\infty, \infty) \to [0, 1]\) and expected value under the physical measure \(\beta_i = \mathbb{E}[Y^{(i)}] = \int_{-\infty}^{+\infty} yf^{(i)}(y)dy\). Moreover, jumps for different assets are independent.

Applying standard Ito’s rule for jump processes (see Shreve, 2004, Chap. 11.7.2), it is possible to derive a closed-form solution for the SDEs in (3.1).

\footnote{The contents and notation in this subsection benefit from Shreve, 2004, chapter 11.5.}
as:

\[ S_t^{(i)} = S_0^{(i)} e^{(\alpha_i - \beta_i \lambda_i - \frac{1}{2} \sum_{j=1}^{nw} \gamma_{ij}^2) t + \sum_{j=1}^{nw} \gamma_{ij} W_t^{(j)} \prod_{l=1}^{N_t^{(i)}} (Y_j^{(i)} + 1)}, \quad i = 1, \ldots, T. \]  

(3.3)

The market given by \([3.1]\) and \([3.2]\) is arbitrage free if and only if there exists \( \theta = [\theta_1, \ldots, \theta_{nw}] \), \( \beta = [\tilde{\beta}_1, \ldots, \tilde{\beta}_T] \) and \( \lambda = [\tilde{\lambda}_1, \ldots, \tilde{\lambda}_T] \) solving the system of market price of risk equations

\[ \alpha_i - \beta_i \lambda_i - r = \sum_{j=1}^{nw} \gamma_{ij} \theta_j - \tilde{\beta}_i \tilde{\lambda}_i, \quad i = 1, \ldots, T. \]  

(3.4)

The solution to \([3.4]\) is, in general, not unique. Nevertheless, we assume that one solution of the system \([3.4]\) is selected\(^4\) and a pricing measure \( \tilde{P} \) is fixed\(^5\). Under the \( \tilde{P} \)-measure, for asset \( i \)-th in the basket, we still have the compound Poisson processes \( \{Q_t^{(i)}\}_{t \geq 0} \), the underlying Poisson process \( \{N_t^{(i)}\}_{t \geq 0} \) and the jumps \( Y_j^{(i)} \) but now the intensity of the Poisson process \( \{N_t^{(i)}\}_{t \geq 0} \) is \( \tilde{\lambda}_i \) and \( \tilde{\beta}_i = \tilde{E}[Y^{(i)}] = \int_{-\infty}^{+\infty} y \tilde{f}^{(i)}(y)dy. \) One way to model the size of the jumps is taking, for each asset, jumps iid log-normally distributed\(^6\) such that \( \tilde{E}[^{\log(Y_j^{(i)} + 1)}] = \eta_i \) and \( \tilde{Var}[^{\log(Y_j^{(i)} + 1)}] = \nu_i^2. \)

The risk-neutral \( \tilde{P} \)-dynamics of the assets composing the basket can be described as:

\[ dS_t^{(i)} = (r - \tilde{\beta}_i \tilde{\lambda}_i) S_t^{(i)} dt + S_t^{(i)} \sum_{j=1}^{nw} \gamma_{ij} d\tilde{W}_t^{(j)} + S_t^{(i)} dQ_t^{(i)}, \quad i = 1, \ldots, T \]  

(3.5)

where \( \{\tilde{W}_t^{(i)}\}_{t \geq 0} \) are independent Wiener processes under the martingale measure \( \tilde{P} \).

\(^4\)There is a large literature devoted to the issue of selecting a pricing measure. For a review, see Frittelli (2000) and references within.

\(^5\)Henceforth, \( E \) and \( \tilde{E} \) are used to indicate the expectation operators under the physical measure \( P \) and under the risk-neutral measure \( \tilde{P} \), respectively.

\(^6\)When we impose a log-normal distribution for \( Y_j^{(i)} + 1 \), we implicitly assume that the system of equations in \([3.4]\) has a solution. Furthermore, any other distribution \( \tilde{f}^{(i)}(y): \mathbb{R}^+ \rightarrow [0, 1] \) could have been chosen, if it leads to a feasible system.
The solutions to (3.5) can be derived in the following convenient closed-form:

\[ S_t^{(i)} = S_0^{(i)} e^{(r-\tilde{\beta}_i\lambda_i-\frac{1}{2} \sum_{j=1}^{n_w} \gamma_{ij}^2) t + \sum_{j=1}^{n_w} \gamma_{ij} \tilde{W}_t^{(j)} N_t^{(i)}} \prod_{t=1}^{N_t^{(i)}} (Y_t^{(i)} + 1), \quad i = 1, \ldots, \Upsilon. \]  

(3.6)  

3.2. Shifted jump-diffusion Model  

From a modelling point of view, it would be more appropriate to use models that are capable of generating negative skewness reflecting the empirical evidence in equity markets. One such flexible model is the generalized GBM process in Borovkova et al. (2007). Here, we extend that model to include jumps, thus obtaining a jump-diffusion process for the displaced or shifted asset value:

\[ d \left( b_i S_t^{(i)} - \delta_t^{(i)} \right) = \left( \alpha_i - \beta_i \lambda_i \right) \left( b_i S_t^{(i)} - \delta_t^{(i)} \right) dt + \left( b_i S_t^{(i)} - \delta_t^{(i)} \right) \sum_{j=1}^{n_w} \gamma_{ij} d W_t^{(j)} + \sum_{j=1}^{n_w} \gamma_{ij} \tilde{W}_t^{(j)} , \quad i = 1, \ldots, \Upsilon. \]  

(3.7)  

In (3.7), \( \delta_t^{(i)} \) is the shift applied to \( S_t^{(i)} \) at time \( t \) and \( b_i \in \{-1, 1\} \). We assume that \( b_i \) is negative when the asset price assumes values in \((-\infty, -\delta_t^{(i)})\) and positive when the range for the asset price is \((-\delta_t^{(i)}, \infty)\). The shift \( \delta_t^{(i)} \) is assumed to follow equation \( d\delta_t^{(i)} = r \delta_t^{(i)} dt \), with \( \delta_0^{(i)} \in \mathbb{R} \) and, consequently, represents the cash position at time 0. All the other parameters have the same meaning as described above for equation (3.1) only that they refer now to the shifted asset prices.

The solution of equation (3.7), under the risk-neutral pricing measure \( \tilde{P} \), is clarified in the following proposition.

**Proposition 3.1.** Consider that the assets in a basket follow the shifted jump-diffusion model with dynamics given by the SDE (3.7) with the shifting process \( \{ \delta_t^{(i)} \}_{t \geq 0} \) satisfying \( d\delta_t^{(i)} = r \delta_t^{(i)} dt \). If a solution \( (\theta, \beta, \lambda) \) of the system

\[ \alpha_i - \beta_i \lambda_i - r = \sum_{j=1}^{n_w} \gamma_{ij} \theta_j - \tilde{\beta}_i \tilde{\lambda}_i, \quad i = 1, \ldots, \Upsilon \]  

(3.8)

\footnotesize{A more general version of Proposition 3.1 is stated in the Proposition A.1 for the sake of completeness, but it is not used empirically in this paper.}
does exist and is selected in association with the risk-neutral pricing measure \( \tilde{\mathbb{P}} \), then, under this risk-neutral measure,

\[
S_t^{(i)} = \left( S_0^{(i)} - b_i \delta_0^{(i)} \right) e^{(r - \tilde{\beta}_i \lambda_i - \frac{1}{2} \sum_{j=1}^{n_w} \gamma_{ij}^2) t + \sum_{j=1}^{n_w} \gamma_{ij} \tilde{W}_t^{(j)} \sum_{l=1}^{N_t^{(i)}} (Y_l^{(i)} + 1)} + b_i \delta_0^{(i)} e^{r t}.
\]

(3.9)

**Proof.** See Appendix A.1 \( \Box \)

In order to simplify the notation for the empirical work carried out in Section 5, we denote

\[
V_t^{(i)} = \sum_{j=1}^{n_w} \gamma_{ij} \tilde{W}_t^{(j)}
\]

where \( \sigma_i^2 = \sum_{j=1}^{n_w} \gamma_{ij}^2 \). Thus \( \{V_t^{(i)}\}_{t \geq 0} \) are dependent standard Brownian motions with

\[
\rho_{t_1 t_2} = \text{corr}(V_t^{(i_1)}, V_t^{(i_2)}) = \frac{1}{\sigma_{i_1} \sigma_{i_2}} \sum_{j=1}^{n_w} \gamma_{i_1 j} \gamma_{i_2 j},
\]

and consequently

\[
S_t^{(i)} = \left( S_0^{(i)} - b_i \delta_0^{(i)} \right) e^{(r - \tilde{\beta}_i \lambda_i - \frac{1}{2} \sigma_i^2) t + \sigma_i V_t^{(i)} \sum_{l=1}^{N_t^{(i)}} (Y_l^{(i)} + 1)} + b_i \delta_0^{(i)} e^{r t} \quad (3.10)
\]

is used instead of (3.9).

Finally, we point out that the shifted jump-diffusion may encompass three sub-cases:

- geometric Brownian motion (GBM) when \( \delta_0^{(i)} = 0 \) and \( \tilde{\lambda}_i = 0 \) for each asset \( i \);
- shifted GBM when \( \tilde{\lambda}_i = 0 \) for each asset \( i \);
- standard jump-diffusion when \( \delta_0^{(i)} = 0 \) for each asset \( i \).

4. Pricing and hedging methodology

Our aim is to price European basket options under the shifted jump-diffusion model. The payoff at maturity of such option is \((B_T^* - K^*)^+\), driven by the underlying variable

\[
B_t^* = \sum_{i=1}^{r} a_i S_t^{(i)}, \quad (4.1)
\]
where $K^*$ is the strike price, $\mathbf{a} = (a_1, \ldots, a_T)'$ is the vector of basket weights, which could be positive or negative, and $T$ is the time to maturity.

Under the majority of models applied in practice, the probability density of the basket $B^*_t$ cannot usually be obtained in closed-form. The methodology proposed here is circumventing this problem using a Hermite approximation probability density that will replace the risk-neutral density implied by the model (3.10). In addition, the approximation density derived in this paper is constructed in such a way to match exactly up to the first $m$ moments of the model implied risk-neutral density.

Leccadito et al. (2012) proposed the Hermite tree method for pricing financial derivatives. In a nutshell, the idea is to match the moments of the log-returns of the underlying asset with the moments of a discrete random variable. This work elaborates on some variants of the method presented in Leccadito et al. (2012) to deal with baskets that may take on negative values. In particular, the binomial distribution has been changed with the asymptotically equivalent Gaussian distribution (coded as $G$) and the moment matching is done on two different types of return quantities (coded as $A$ and $B$) as specified in Table 1, where $B_T$ is defined by equation (4.2). Henceforth, $B_0$ is assumed to be different from 0.

4.1. Moments of the baskets

The first step in our methodology is to derive the moments of the basket (4.1) under the specification of a model for the underlying assets. For model (3.10), consider the “shifted basket”

$$B_t = \sum_{i=1}^{T} a_i \left( S_i(t) - b_i \delta_0 e^{rt} \right)$$

and the “shifted strike price”

$$K = K^* - \sum_{i=1}^{T} a_i b_i \delta_0 e^{rt}.$$  

For practical purposes we shall calculate the moments of the shifted basket. Proposition 4.1 shows how to calculate these moments.

**Proposition 4.1.** The $k$-moment of $B_t$, under $\tilde{P}$, is given by

$$\mu_k = \tilde{E}[B_t^k] = \sum_{i_1=1}^{T} \cdots \sum_{i_k=1}^{T} a_{i_1} \left( S_0^{(i_1)} - b_{i_1} \delta_0 \right) e^{(r+\omega_{i_1})t} \times \cdots \times a_{i_k} \left( S_0^{(i_k)} - b_{i_k} \delta_0 \right) e^{(r+\omega_{i_k})t} \text{mgf} \left( \mathbf{e}_{i_1} + \ldots + \mathbf{e}_{i_k} \right)$$
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where \( \omega_j = -\tilde{\beta}_j \tilde{\lambda}_j - \frac{1}{2} \sigma_j^2 \), \( e_j \) is the vector having 1 in position \( j \) and zero elsewhere. Furthermore, the moment generation function of \( \sigma_i V_t^{(i)} + \sum_{i=1}^{N_t} \log (Y_t^{(i)} + 1) \) is given by

\[
mgf(u) = \exp \{ t \mathbf{u}' \Sigma \mathbf{u}/2 \} \prod_{i=1}^{\tau} mgf_{N_t^{(i)}} \left( \eta_i u_i + v_i^2 u_i^2/2 \right) \quad (4.5)
\]

where \( \Sigma \) denotes the covariance matrix of \( V = \left( V_t^{(1)}, \ldots, V_t^{(\tau)} \right)' \), and

\[
mgf_{N_t^{(i)}}(u) = \exp(t \tilde{\lambda}_i (e^u - 1)). \quad (4.6)
\]

Proof. See Appendix A.2. \( \square \)

4.2. European Basket Call option pricing and hedging

The mechanism of shifting the basket and strike price in equations (4.2) and (4.3) allows rewriting the European basket call option price in two equivalent ways:

\[
c = e^{-rT} E[(B_T^* - K^*)^+] = e^{-rT} \tilde{E}[(B_T - K)^+]. \quad (4.7)
\]

We are going to use two Hermite approximation variants described in Table 1, each variant being associated with a particular target quantity for the basket.

The next proposition provides a formula for the European call basket option price under the approximations considered in this paper.

**Proposition 4.2.** The price of a European call basket option with the Hermite expansion variant mGA or mGB is given by:

\[
c_0 = B_0 \left[ (\varphi_0 + h_1) \Phi(-h_2 \tilde{z}) + h_2 g(\tilde{z}) \right] - K e^{-rT} \Phi(-h_2 \tilde{z}) \quad (4.8)
\]

where

\[
g(\tilde{z}) = \phi(\tilde{z}) \sum_{k=0}^{m-2} \varphi_{k+1} H_k(\tilde{z}), \quad (4.9)
\]

\( K \) is the shifted strike price, \( h_1 = 0 \) for the variant mGA and \( h_1 = 1 \) for the variants mGB, \( h_2 = \text{sgn}(B_0), \) \( \tilde{z} \) is the solution of \([J(\tilde{z}) + h_1] Be^{rT} = K\), \( \phi(\cdot) \) is the standard normal density function and \( \Phi(\cdot) \) is the standard normal cumulative distribution function.

---

**Footnote:** The methodologies described in this paper are supported by various computational tools that are described in Appendix B for internal consistency.
Proof. See Appendix A.3

The next proposition reports the formula for the hedging parameter with respect to the variable \( u \), which can be any of the quantities \( S_0^{(i)}, B_0, \sigma_i, r, T, a_i, \tilde{\lambda}_i, \delta_0^{(i)}, \tilde{\beta}_i, \eta_i \) or \( \upsilon_i \).

**Proposition 4.3.** For \( c_0, h_1, h_2, \tilde{z}, g(\cdot), \phi(\cdot) \) and \( \Phi(\cdot) \) defined in Proposition 4.2, the hedging parameter of a European call basket option, with respect to the variable \( u \), under the Hermite expansion variant \( mGA \) or \( mGB \), is given by

\[
\frac{\partial c_0}{\partial u} = c_0 e^{rT} \frac{\partial e^{-rT}}{\partial u} + B_0 \left[ h_2 g'(\tilde{z}) + \frac{\partial \varphi_0}{\partial u} \phi(-h_2 \tilde{z}) \right] +
\]

\[
+ e^{-rT} \frac{\partial (B_0 e^{rT})}{\partial u} \left[ h_2 g(\tilde{z}) + \varphi_0 \phi(-h_2 \tilde{z}) + h_1 \left( -h_2 \Phi(\tilde{z}) + \frac{h_2 + 1}{2} \right) \right]
\]

(4.10)

where

\[
g'(\tilde{z}) = \phi(\tilde{z}) \sum_{k=0}^{m-2} \frac{\partial \varphi_{k+1}}{\partial u} H_k(\tilde{z}),
\]

(4.11)

**Proof.** See Appendix A.4

In Section 5.2, a comparison of our method with other methods in the literature is carried out using the Delta-hedging performances as a yardstick. For that exercise, it is particularly important to apply formula (4.10) for the case when \( u = B_0 \):

\[
\frac{\partial c_0}{\partial u} = B_0 \left[ h_2 g'(\tilde{z}) + \frac{\partial \varphi_0}{\partial u} \phi(-h_2 \tilde{z}) \right] +
\]

\[
+ h_2 g(\tilde{z}) + \varphi_0 \phi(-h_2 \tilde{z}) + h_1 \left( -h_2 \Phi(\tilde{z}) + \frac{h_2 + 1}{2} \right).
\]

(4.12)

5. Empirical Comparisons

5.1. Pricing performances

The usefulness of a newly proposed method can be gauged by comparing it with other established methods in the literature. To this end, in this section, the two methods \( mGA \) and \( mGB \) of our Hermite approximation approach are directly benchmarked with the method in Borovkova et al. (2007). In addition, the Monte Carlo with control variate methodology outlined in Pellizzari (2001) is adapted to deal with assets having the dynamic specified by equation (3.10). The model performance is determined considering three measures of error:
**C1** *number of best solutions found*, defined as number of times the minimum squared error is reached under the specified method:

\[ C_{1l} = \sum_{i \in O} 1 \left\{ \min_{j \in \{BPW, mGA, mGB\}} SE^j_i = SE^l_i \right\} \]  

(5.1)

where \( O \) is the set of options considered and, for each option \( i \in O \), \( SE^j_i \) is the squared error for option \( i \) and method \( j \in \{BPW, mGA, mGB\} \);

**C2** *number of times a method is not able to price an option*, that is the procedure of moment matching gives poor results for the option. We consider the moment matching to be poor when the relative error (\( E_r \)) is greater than 5%:

\[ C_{2l} = \sum_{i \in O} 1 \{ E_{r_i} > 5\% \} \]  

(5.2)

By convention, if C2 is not explicitly stated, it is equal to 0.

**C3** *square root of MSE*, calculated only relative to the options for which the method was able to find a numerical solution.

### 5.1.1. Multi-dimensional Model Comparisons

This section is a direct comparison with the method in [Borovkova et al. (2007)](Borovkova2007). The six basket options priced in that paper are summarized in Table 2. The special case \( \tilde{\lambda}_i = 0, \delta_0^{(i)} = 0 \) and \( b_i = 1 \) combined with equation (3.10) falls onto the GBM case for all assets in the basket. Table 3 contains the comparison results. The prices obtained here for the shifted log-normal model of BPW are different from the ones in [Borovkova et al. (2007)](Borovkova2007) because, to be consistent with the other models in the paper, we are pricing basket options where the underlying assets are the stock and not the forward contracts.

The empirical results indicate that the method 6GA appears to be the best method according to C1. The methods 4GA and 4GB give, for these six basket options, exactly the same prices and under the C3 (RMSE), they achieve the best performance. For the baskets analysed here, there is very little advantage in matching all six moments, the Hermite approximation method working as well when only the first four moments are matched.

[Table 2 about here.]

[Table 3 about here.]

---

1. Throughout this paper \( 1 \{ \cdot \} \) will denote the indicator function given, for any set \( A \), by

\[
1\{A\}(x) = \begin{cases} 
1, & \text{if } x \in A; \\
0, & \text{otherwise.}
\end{cases}
\]
5.1.2. *Comparison under a set of simulated scenarios*

A general comparison is performed considering a set of 2000 randomly generated options. In particular, the parameters of the underlying model (3.10) are drawn as follows:

- the risk-free rate $r$ is uniformly distributed between 0.0 and 0.1;
- the volatility parameters $\sigma_i$ are uniformly distributed between 0.1 and 0.6;
- the time-to-maturity $T$ is uniformly distributed between 0.1 and 1 years;
- current spot prices $S_0^{(i)}$ are uniformly distributed between 70 and 130;
- the weights $a_i$ of the assets in the basket are uniformly distributed between -1 and 1;
- the ratios $K^*/B_0^*$ are uniformly distributed between 0.95 and 1.05;
- the shifts $\delta_0^{(i)}e^{rT}$ range uniformly between -20 and 20;
- each asset has the same probability to be positively ($b_i = 1$) or negatively ($b_i = -1$) shifted;
- the intensities of the Poisson processes $\tilde{\lambda}_i$ are uniformly distributed between 0 and 0.2.

For each scenario, the correlation matrix is randomly generated satisfying the semipositiveness condition. Furthermore, the option prices scenarios are divided into two sets of 1000 options each:

**Set 1** includes 500 options with the number of assets uniformly distributed between 2 and 10, 300 options with the number of assets uniformly distributed between 11 and 15, 100 options between 16 and 20 and 100 options between 21 and 50. Each asset has jumps with average size ($\eta$) uniformly distributed between -0.3 and 0, and volatility ($\nu$) uniformly distributed between 0 and 0.3.

**Set 2** includes 1000 options with the number of assets uniformly distributed between 2 and 50, each asset having jumps with average size ($\eta$) uniformly distributed between -0.3 and 0.3, and volatility ($\nu$) uniformly distributed between 0 and 0.3.

For baskets with less than 10 assets in Set 1, results are calculated matching $m = 4$ moments and also matching $m = 6$ moments. As shown in Table 4, the results for $m = 6$ are outperformed by the results with $m = 4$. This is consistent with
the research of Corrado and Su (1997) who concluded that considering more than four moments "creates severe collinearity problems since all even \ldots (moments) \ldots are highly correlated with each other \ldots (and) \ldots similarly, all odd-numbered subscripted (moments) are also highly correlated". Therefore, for baskets with more than 10 assets in Set 1 and also for all the options in Set 2, we conducted our empirical analysis only for \( m = 4 \). In addition, for both sets of basket options, the Monte Carlo method with control variate detailed in Pellizzari (2001) is employed as a benchmark. The number of simulations used are between \( 10^5 \) and \( 4 \cdot 10^6 \), depending on the number of assets considered.

The results in relation to Set 1 are summarized in Tables 4, 5, 6 and 7 grouped for scenarios with the number of assets between 2-10, 11-15, 16-20 and 21-50 respectively, while Table 8 summarizes the results for all the 1000 instances in this set. Overall, the methods 4GA and 4GB give the same results in terms of \( RMSE \) (C3), with 4GA slightly better than 4GB for short maturities. Considering the comparison criterion C2, the method 4GB is much better than the others. For small maturities BPW performs slightly better than our method but the error associated with the BPW method is at least double for all the other comparison criteria. Finally, considering C1 both methods 4GA and 4GB perform much better than BPW. When applying the BPW method, increasing the number of assets in the basket has the effect of increasing the \( RMSE \) on the matched options. BPW’s performance is almost constant across different categories, the only slight improvement (1.5 decimal points on average) can be noticed at small maturities. Moreover, C2, the percentage of non-matched options, increases with the number of assets, performing better for lower interest rates, short maturities and at-the-money options. Considering C1, the number of minimum errors, the best results are obtained for a number of assets in the basket between 11 and 20. The BPW method performs well for longer maturities. For 4GA there does not seem to be an explicit relation between number of assets and C3. However, our empirical results show that C1 and C2 decreases, increases respectively, with the number of assets. Overall one can conclude that both Hermite approximation methods 4GA and 4GB have an excellent performance on large baskets.

[Table 4 about here.]

[Table 5 about here.]

[Table 6 about here.]

[Table 7 about here.]

[Table 8 about here.]
Table 9 summarizes the results for Set 2, reflecting the challenges posed by taking into consideration the intensity of the Poisson processes. For the analysis in this group, we also consider a hybrid method spanned by the two methods 4GA and 4GB, which will be called 4GAB henceforth. This hybrid method 4GAB returns the solution of the method that matches correctly the moments if only one of 4GA and 4GB works properly. The comparison is carried considering the error of the method that matches the first four moments if only one of 4GA and 4GB finds a solution, or the worst error if both find a numerical solution. Even though the method 4GAB considers the worst error between the A and B variants, it is superior to the other compared methods, being able to match the required basket moments in 96.6% (1-C2) of cases and reaching the minimum error (C1) 84% of the times.

5.2. Delta-hedging performances

A comparison of dynamic Delta-hedging performance between our formula (4.12) and the formula proposed in BPW (see definition of $\Delta_i$ in that paper) is illustrated in this section. A sample of 1000 simulated paths, indexed by $s = 1, \cdots, 1000$, with 1-month-interval hedging rolling frequency are generated for the six basket options. The basket options considered are mostly those in Table 2 with some modifications in order to have a more meaningful comparison. In the following, the options’ characteristics are detailed:

- baskets 1* and 2* are exactly the same as 1 and 2 in Table 2
- basket 3* is equal to basket 3 but $\delta_0^{(i)} = 10 \cdot i e^{-rT}$, $\bar{\lambda}_i = 0.3$, $\eta_i = -0.3$ and $v_i = 0.2$ for all $i = 1, \cdots, \Upsilon$;
- basket 4* is equal to basket 4 but $\delta_0^{(1)} = 0$ and $\delta_0^{(2)} = 50 e^{-rT}$, $b_1 = -b_2 = 1$, $\bar{\lambda}_i = 0.3$, $\eta_1 = 0.3$, $\eta_2 = 0.1$ and $v_i = 0.2$ for all $i = 1, \cdots, \Upsilon$;
- baskets 5* and 6* are respectively equal to basket 5 and 6 but $\delta_0^{(i)} = 10 \cdot i e^{-rT}$, $\bar{\lambda}_i = 0$.

For each path, the option price and the option Delta are calculated at each time step. The evaluation of the performance for the Delta-hedged portfolios is performed via three different measures:

---

10 Borovkova et al. (2007) report the formula for the sensitivity of the option with respect to individual stock prices in the basket. The sensitivity with respect to $B_0$ can be calculated by multiplying that formula for $\frac{\partial S_i}{\partial B_0} = \frac{1}{\sigma_i}$. 
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**C4** average volatility of the Delta, defined as:

\[
C4^l = \frac{1}{1000} \sum_{i=1}^{1000} \sigma^l_i
\]  

(5.3)

where \( \sigma^l_i \) is the volatility of the Delta calculated by method \( l \) along path \( i \). A pricing method implying less volatile Delta is better because hedging costs do not put liquidity pressure on the investor;

**C5** Square root of MSE in the hedged portfolio evaluated (per month) as:

\[
C5^l = \frac{1}{12c_0} \sum_{i=0}^{n-1} \left[ c_{t_i} - c_{t_{i+1}} + \Delta^l_{t_i}(B_{t_i} - B_{t_{i+1}}) \right]^2
\]  

(5.4)

where \( c_{t_i} \) is the Monte Carlo price at time \( t_i = \frac{T}{12} \cdot i, n = 12 \) and \( \Delta^l_{t_i} \) is the Delta calculated at time \( t_i \) by method \( l \).

**C6-C10** Ability of the hedging strategy to match the option value at maturity. Outside transaction costs, we evaluate how far from zero is the value of the hedged portfolio at maturity \( T \). At time 0, the hedged-portfolio contains a short position in a call option, \( \Delta_0 \) position in the basket and cash in a money account that renders a null value for the portfolio at time 0. At each time step, the number of positions in the basket is changed according to \( \Delta \) and consequently the money account. Five performance measures are used to evaluate the money-performance: the percentage of sub-hedging (C6), the percentage of super-hedging (C7), the average error for the sub-hedged and super-hedged portfolios (C8 and C9 respectively), and the average error among all the simulations (C10).

The results for the hedging performance are reported in Table 10. The methods 4GA and 4GB produce very good results that are very similar with 4GA only slightly better but this may be due to the particular simulations used in pricing options. However, both Hermite approximations methods are superior to the BPW method for all measures of performance except the RMSE (C5). For BPW, C6 and C7 are almost the same, showing that this method may lead to under-hedging but also over-hedging. At the same time the methods 4GA and 4GB seem to be occasionally only under-hedged, but the hedging error is small as indicated by C10.

[Table 10 about here.]
6. Conclusions

By introducing a shift parameter into the drift of the diffusion process underlying the assets of a basket, one can account for the empirical characteristics of historical prices of those assets. In particular, the modelling is laid on improved foundations, being able to cover the well-documented negative skewness. However, recent techniques imposed strong assumptions on the evolution dynamics of the basket as whole, searching for closed-form solution and repackaging of log-normal Black-Scholes type pricing formulae.

In this paper, we have shown that this path is not necessary and we have highlighted a methodology that may work well with other future models in this area. We focused here on the shifted jump-diffusion model and we demonstrated with empirical simulations, that our Hermite expansion approach may provide pricing results that are as good as competing methods, and in many cases superior. In addition, we followed the hedging performance as a comparison tool and again our technology provided excellent results.

In our opinion, the improved results emphasized in the paper are not surprising since the technique is fundamentally based on matching the first four moments under model specification. Thus, we allow granular specification of dynamics for each asset and then only determine the moments of the basket. While our paper was focused on equity baskets, it is clear that the same methodology can be applied for mixtures of assets and models, as long as moments can be calculated easily.
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**Table 1**: Summary of the variants of the Hermite method considered in this work. The first column contains the names of the variants considered: \( m \) stands for the number of moments matched, \( G \) highlights that a transformation of the Gaussian distribution is considered (as shown by the variable \( Z \) in the second column) and \( A \) and \( B \) identify the standardized returns used as approximated random variable (last column). In particular, two standardized returns are considered: variant \( A \) is constructed in such a way that the first moment of the approximated random variable is 1 while the return in variant \( B \) has first moment equal to 0. \( B_t \) is defined in (4.2) as shifted basket, the moments of \( J(Z) \) and the moments of the quantities in the last column are in Appendix B.2. \( H_k(x) \) denotes the \( k \)th-order Hermite polynomial \( H_k(x) = \frac{(-1)^k}{\phi(x)} \frac{\partial^k \phi(x)}{\partial x^k} \) where \( \phi(\cdot) \) is the standard normal density function and \( \varphi_k \) are determined to exactly match the first \( m \) moments of the approximated random variable (last column).

<table>
<thead>
<tr>
<th>Variant’s name</th>
<th>Approximating r.v.</th>
<th>Approximated r.v.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( mGA )</td>
<td>( J(Z) = \sum_{k=0}^{m-1} \varphi_k H_k(Z) )</td>
<td>( \frac{B_T}{B_0 e^{rt}} )</td>
</tr>
<tr>
<td>( mGB )</td>
<td></td>
<td>( \frac{B_T}{B_0 e^{rt}} - 1 )</td>
</tr>
</tbody>
</table>
Table 2: Specification of the basket options under multi-dimensional GBM model. This specification follows Borovkova et al. (2007). Other relevant parameters are risk-free rate equal to 3%, 1-year maturity, \( \lambda = 0 \), \( \delta_0^{(i)} = 0 \) and \( b_i = 1 \). The first row indicates \([S_0^{(1)}, S_0^{(2)}, S_0^{(3)}]\), the second \([\sigma_1, \sigma_2, \sigma_3]\), the third \([a_1, a_2, a_3]\), the forth the correlation \(\rho_{i,j}\) for each couple \((i, j)\) of assets and the fifth \(K^*\). The only difference with the options in Borovkova et al. (2007) is that they price options on basket of forward contracts while we price options on basket of assets.

<table>
<thead>
<tr>
<th></th>
<th>Basket 1</th>
<th>Basket 2</th>
<th>Basket 3</th>
<th>Basket 4</th>
<th>Basket 5</th>
<th>Basket 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock Prices</td>
<td>[100,120]</td>
<td>[150,100]</td>
<td>[110,90]</td>
<td>[200,50]</td>
<td>[95,90,105]</td>
<td>[100,90,95]</td>
</tr>
<tr>
<td>Volatility</td>
<td>[0.2,0.3]</td>
<td>[0.3,0.2]</td>
<td>[0.3,0.2]</td>
<td>[0.1,0.15]</td>
<td>[0.2,0.3,0.25]</td>
<td>[0.25,0.3,0.2]</td>
</tr>
<tr>
<td>Weights</td>
<td>[-1,1]</td>
<td>[-1,1]</td>
<td>[0.7,0.3]</td>
<td>[-1,1]</td>
<td>[-1.8,-0.5]</td>
<td>[0.6,0.8,-1]</td>
</tr>
<tr>
<td>Correlation</td>
<td>(\rho_{1,2} = 0.9)</td>
<td>(\rho_{1,2} = 0.3)</td>
<td>(\rho_{1,2} = 0.9)</td>
<td>(\rho_{1,2} = 0.8)</td>
<td>(\rho_{1,2} = 0.9)</td>
<td>(\rho_{1,2} = 0.9)</td>
</tr>
<tr>
<td>Strike price</td>
<td>20</td>
<td>-50</td>
<td>104</td>
<td>-140</td>
<td>-30</td>
<td>35</td>
</tr>
</tbody>
</table>
Table 3: Comparison under multi-dimensional GBM model.
This table reports the comparison on the six basket options in Borovkova et al. (2007). In the second column, the prices (standard deviation in bracket) calculated by the Monte Carlo method with control variate in Pellizzari (2001) with $4 \times 10^6$ simulations are reported and they are considered as benchmark. In the third column, there are the prices calculated by the methods in Borovkova et al. (2007). The last four columns contain the prices under the methods $mGA$ and $mGB$ when $m = 4$ and $m = 6$. Two of the measures of error considered are reported in the last two rows: C1– the percentage of times the minimum squared error is reached under the specified method, C3– the square root of MSE calculated only relative to the options for which the method was able to find a numerical solution. The third measure of error, C2, that indicates the percentage of times the relative error is greater than 5%, is always equal to 0 and it is not reported in the table.

<table>
<thead>
<tr>
<th></th>
<th>MC (SD)</th>
<th>BPW</th>
<th>4GA</th>
<th>4GB</th>
<th>6GA</th>
<th>6GB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basket 1</td>
<td>8.2263 (0.0031)</td>
<td>8.2442</td>
<td>8.1977</td>
<td>8.1977</td>
<td>8.2222</td>
<td>8.2222</td>
</tr>
<tr>
<td>Basket 3</td>
<td>12.5887 (0.0005)</td>
<td>12.5911</td>
<td>12.5695</td>
<td>12.5695</td>
<td>12.5888</td>
<td>12.5888</td>
</tr>
<tr>
<td>Basket 4</td>
<td>1.1459 (0.0008)</td>
<td>1.1456</td>
<td>1.1453</td>
<td>1.1453</td>
<td>1.0938</td>
<td>1.1162</td>
</tr>
<tr>
<td>Basket 5</td>
<td>7.4681 (0.0027)</td>
<td>7.4951</td>
<td>7.4563</td>
<td>7.4563</td>
<td>7.4555</td>
<td>7.4555</td>
</tr>
<tr>
<td>C1</td>
<td>-</td>
<td>33.33%</td>
<td>16.67%</td>
<td>16.67%</td>
<td>66.67%</td>
<td>33.33%</td>
</tr>
<tr>
<td>C3</td>
<td>-</td>
<td>0.0635</td>
<td><strong>0.0195</strong></td>
<td><strong>0.0195</strong></td>
<td>0.0224</td>
<td>0.0454</td>
</tr>
</tbody>
</table>
Table 4: Comparison I (Set 1): number of assets between 2 and 10.
This table contains the summary of the performances of several methods for pricing options in Set 1 with numbers of assets randomly generated between 2 and 10. The assets follow equation (3.10) where the parameters are randomly generated and uniformly distributed in the following ranges: \( r \in [0; 0.1] \), \( \sigma_i \in [0.1; 0.6] \), \( T \in [0.1; 1] \), \( s_0(i) = [70; 130] \), \( a_i \in [-1; 1] \), \( K^*B^* \in [0.95; 1.05] \), \( \delta_0^{(i)}e^{rt} \in [-20; 20] \), \( b_i \in [-1; 1] \), \( \lambda_i \in [0; 2] \), \( \eta_i \in [-0.3; 0] \) and \( \upsilon_i \in [0; 0.3] \). Three measures of error are reported: C1– the percentage of times the minimum squared error is reached under the specific method; C2– the percentage of times the relative error is greater than 5% for the specified method; C3– the square root of MSE calculated only relative to the options for which the method was able to find a numerical solution. The results are shown (per column) along three different dimensions: risk-free rate, time to maturity and strike price. Along the different rows, the results per method are showed: in particular, \( BPW \) stands for the method in [6] and \( mGA \) and \( mGB \) are considered for both \( m = 4 \) and \( m = 6 \).

<table>
<thead>
<tr>
<th></th>
<th>( r \leq 0.05 )</th>
<th>( r &gt; 0.05 )</th>
<th>( T \leq 0.5 )</th>
<th>( T &gt; 0.5 )</th>
<th>( \frac{K}{B} \leq 0.98 )</th>
<th>( 0.98 &lt; \frac{K}{B} \leq 1.02 )</th>
<th>( \frac{K}{B} &gt; 1.02 )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>C1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6GA</td>
<td>42.54%</td>
<td><strong>48.71%</strong></td>
<td>39.68%</td>
<td><strong>50.99%</strong></td>
<td>47.18%</td>
<td>44.95%</td>
<td>44.38%</td>
<td>45.40% 6GA</td>
</tr>
<tr>
<td>6GB</td>
<td>38.43%</td>
<td>41.81%</td>
<td>32.79%</td>
<td>47.04%</td>
<td>40.14%</td>
<td>42.93%</td>
<td>36.25%</td>
<td>40.00% 6GB</td>
</tr>
<tr>
<td>BPW</td>
<td>15.30%</td>
<td>12.07%</td>
<td>20.24%</td>
<td>7.51%</td>
<td>17.61%</td>
<td>13.13%</td>
<td>11.25%</td>
<td>13.80% BPW</td>
</tr>
<tr>
<td>4GA</td>
<td>46.64%</td>
<td>43.97%</td>
<td>51.82%</td>
<td>39.13%</td>
<td>44.37%</td>
<td>42.42%</td>
<td>50.00%</td>
<td>45.40% 4GA</td>
</tr>
<tr>
<td>4GB</td>
<td><strong>50.00%</strong></td>
<td>46.55%</td>
<td><strong>56.68%</strong></td>
<td>40.32%</td>
<td>43.66%</td>
<td><strong>49.49%</strong></td>
<td>51.25%</td>
<td><strong>48.40%</strong> 4GB</td>
</tr>
<tr>
<td><strong>C2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6GA</td>
<td><strong>0.00%</strong></td>
<td><strong>0.86%</strong></td>
<td><strong>0.40%</strong></td>
<td><strong>0.40%</strong></td>
<td><strong>0.00%</strong></td>
<td><strong>1.01%</strong></td>
<td><strong>0.00%</strong></td>
<td><strong>0.40%</strong> 6GA</td>
</tr>
<tr>
<td>6GB</td>
<td>1.12%</td>
<td>1.72%</td>
<td>2.43%</td>
<td>0.40%</td>
<td>0.70%</td>
<td>2.53%</td>
<td>0.63%</td>
<td>1.40% 6GB</td>
</tr>
<tr>
<td>BPW</td>
<td>11.57%</td>
<td>8.19%</td>
<td>2.43%</td>
<td>17.39%</td>
<td>9.15%</td>
<td>9.09%</td>
<td>11.88%</td>
<td>10.00% BPW</td>
</tr>
<tr>
<td>4GA</td>
<td>9.33%</td>
<td>10.34%</td>
<td>16.19%</td>
<td>3.56%</td>
<td>8.45%</td>
<td>13.13%</td>
<td>6.88%</td>
<td>9.80% 4GA</td>
</tr>
<tr>
<td>4GB</td>
<td>5.60%</td>
<td>3.88%</td>
<td>6.48%</td>
<td>3.16%</td>
<td>3.52%</td>
<td>5.56%</td>
<td>5.00%</td>
<td>4.80% 4GB</td>
</tr>
<tr>
<td><strong>C3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6GA</td>
<td>0.1473</td>
<td>0.1632</td>
<td>0.1057</td>
<td>0.191</td>
<td>0.1515</td>
<td>0.1719</td>
<td>0.1343</td>
<td>0.1549 6GA</td>
</tr>
<tr>
<td>6GB</td>
<td>0.1356</td>
<td>0.1517</td>
<td>0.0977</td>
<td>0.1768</td>
<td>0.1475</td>
<td>0.1501</td>
<td>0.1304</td>
<td>0.1433 6GB</td>
</tr>
<tr>
<td>BPW</td>
<td>0.2528</td>
<td>0.2627</td>
<td>0.1553</td>
<td>0.3278</td>
<td>0.2378</td>
<td>0.2608</td>
<td>0.2696</td>
<td>0.2574 BPW</td>
</tr>
<tr>
<td>4GA</td>
<td><strong>0.1159</strong></td>
<td><strong>0.1183</strong></td>
<td><strong>0.036</strong></td>
<td><strong>0.1607</strong></td>
<td><strong>0.1243</strong></td>
<td><strong>0.1079</strong></td>
<td><strong>0.1212</strong></td>
<td><strong>0.1171</strong> 4GA</td>
</tr>
<tr>
<td>4GB</td>
<td>0.13</td>
<td>0.1231</td>
<td>0.0813</td>
<td><strong>0.1592</strong></td>
<td>0.1275</td>
<td>0.1139</td>
<td>0.1406</td>
<td>0.1268 4GB</td>
</tr>
<tr>
<td># options</td>
<td>268</td>
<td>232</td>
<td>247</td>
<td>253</td>
<td>142</td>
<td>198</td>
<td>160</td>
<td>500</td>
</tr>
</tbody>
</table>
Table 5: Comparison II (Set 1): number of assets between 11 and 15.

This table contains the summary of the performances of several methods for pricing options in Set 1 with numbers of assets randomly generated between 11 and 15. The assets follow equation (3.10). The assets follow equation (3.10) where the parameters are randomly generated and uniformly distributed in the following ranges:

- $r \in [0; 0.1]$,
- $\sigma_i \in [0.1; 0.6]$,
- $T \in [0.1; 1]$,
- $S_0^{(i)} = [70; 130]$,
- $a_i \in [-1; 1]$,
- $K^{*} B^{*} \in [0.95; 1.05]$,
- $\delta^{(i)} e^{rT} \in [-20; 20]$,
- $b_i \in [-1; 1]$,
- $\lambda_i \in [0; 0.2]$,
- $\eta_i \in [-0.3; 0]$ and
- $\upsilon_i \in [0; 0.3]$.

$$r \lesssim 0.05 \quad r > 0.05 \quad T \leq 0.5 \quad T > 0.5 \quad \frac{K}{K^{*}} \leq 0.98 \quad 0.98 < \frac{K}{K^{*}} \leq 1.02 \quad \frac{K}{K^{*}} > 1.02 \quad \text{Total}$$

<table>
<thead>
<tr>
<th></th>
<th>$r \leq 0.05$</th>
<th>$r &gt; 0.05$</th>
<th>$T \leq 0.5$</th>
<th>$T &gt; 0.5$</th>
<th>$\frac{K}{K^{*}} \leq 0.98$</th>
<th>$0.98 &lt; \frac{K}{K^{*}} \leq 1.02$</th>
<th>$\frac{K}{K^{*}} &gt; 1.02$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>BPW</td>
<td>11.89%</td>
<td>15.29%</td>
<td>20.57%</td>
<td>7.55%</td>
<td>13.83%</td>
<td>16.10%</td>
</tr>
<tr>
<td></td>
<td>4GA</td>
<td>81.82%</td>
<td>75.80%</td>
<td>66.67%</td>
<td>89.31%</td>
<td>82.98%</td>
<td>72.88%</td>
</tr>
<tr>
<td></td>
<td>4GB</td>
<td>86.01%</td>
<td>84.08%</td>
<td>78.01%</td>
<td>91.19%</td>
<td>85.11%</td>
<td>84.75%</td>
</tr>
<tr>
<td>C2</td>
<td>BPW</td>
<td>12.50%</td>
<td>15.92%</td>
<td>3.55%</td>
<td>23.90%</td>
<td>14.89%</td>
<td>11.02%</td>
</tr>
<tr>
<td></td>
<td>4GA</td>
<td>11.19%</td>
<td>14.01%</td>
<td>22.70%</td>
<td>3.77%</td>
<td>7.45%</td>
<td>18.64%</td>
</tr>
<tr>
<td></td>
<td>4GB</td>
<td>5.59%</td>
<td>3.82%</td>
<td>7.80%</td>
<td>3.82%</td>
<td>5.32%</td>
<td>3.39%</td>
</tr>
<tr>
<td>C3</td>
<td>BPW</td>
<td>0.3703</td>
<td>0.3778</td>
<td>0.1922</td>
<td>0.4811</td>
<td>0.3718</td>
<td>0.3882</td>
</tr>
<tr>
<td></td>
<td>4GA</td>
<td>0.1025</td>
<td>0.1401</td>
<td>0.0385</td>
<td>0.1659</td>
<td>0.1266</td>
<td>0.1001</td>
</tr>
<tr>
<td></td>
<td>4GB</td>
<td>0.1138</td>
<td>0.1556</td>
<td>0.0637</td>
<td>0.1788</td>
<td>0.1266</td>
<td>0.1145</td>
</tr>
</tbody>
</table>

| # options | 143 | 157 | 141 | 159 | 94 | 118 | 88 | 300 |


Table 6: Comparison III (Set 1): number of assets between 16 and 20.
This table contains the summary of the performances of several methods for pricing options in Set 1 with numbers of assets randomly generated between 16 and 20. The assets follow equation (3.10). The parameters are randomly generated and uniformly distributed in the following ranges: \( r \in [0; 0.1] \), \( \sigma_i \in [0.1; 0.6] \), \( T \in [0.1; 1] \), \( S_0^{(i)} = [70; 130] \), \( a_i \in [-1; 1] \), \( K_B^* \in [0.95; 1] \), \( \delta_i \in [0; 0.6] \), \( \lambda_i \in [0; 0.2] \), \( \eta_i \in [-0.3; 0] \) and \( \nu_i \in [0; 0.3] \) where \( r \leq 0.05 \), \( T \leq 0.5 \), \( T > 0.5 \), \( K \leq 0.98 \), \( 0.98 < K \leq 1.02 \), \( K > 1.02 \), \( \text{Total} \) and \( \text{# options} \).  

<table>
<thead>
<tr>
<th></th>
<th>( r )</th>
<th>( T )</th>
<th>( K )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r \leq 0.05 )</td>
<td>( T \leq 0.5 )</td>
<td>( T &gt; 0.5 )</td>
</tr>
<tr>
<td></td>
<td>12.50%</td>
<td>15.38%</td>
<td>5.36%</td>
</tr>
<tr>
<td>( K \leq 0.98 )</td>
<td>12.50%</td>
<td>13.79%</td>
<td>15.38%</td>
</tr>
<tr>
<td>( 0.98 &lt; K \leq 1.02 )</td>
<td>87.50%</td>
<td>82.76%</td>
<td>82.05%</td>
</tr>
<tr>
<td>( K &gt; 1.02 )</td>
<td>76.92%</td>
<td>83.00%</td>
<td>4( \text{GB} )</td>
</tr>
<tr>
<td>( \text{Total} )</td>
<td>19.00%</td>
<td>14.00%</td>
<td>100</td>
</tr>
<tr>
<td>( # \text{options} )</td>
<td>48</td>
<td>52</td>
<td>100</td>
</tr>
</tbody>
</table>

| \( \text{C1} \) | \( \text{BPW} \) | \( \text{4GA} \) | \( \text{4GB} \) |
|----------------|----------------|----------------|
| \( 48 \)       | 0.1136         | 0.0521         |
| \( 52 \)       | 0.0586         | 0.1483         |
| \( 44 \)       | 0.1466         | 0.0886         |
| \( 56 \)       | 0.0866         | 0.1056         |
| \( 32 \)       | 0.1621         | 0.1166         |
| \( 29 \)       | 0.1303         | 0.1476         |
| \( 39 \)       | 0.2039         | 0.0887         |
| \( 100 \)      | 0.1023         | 0.1403         |

| \( \text{C2} \) | \( \text{BPW} \) | \( \text{4GA} \) | \( \text{4GB} \) |
|----------------|----------------|----------------|
| \( 44 \)       | 0.2717         | 0.0213         |
| \( 48 \)       | 0.3063         | 0.3877         |
| \( 52 \)       | 0.3462         | 0.3250         |
| \( 48 \)       | 0.2974         | 0.3229         |
| \( 52 \)       | 0.3250         | 0.3229         |
| \( 48 \)       | 0.1023         | 0.1403         |

| \( \text{C3} \) | \( \text{BPW} \) | \( \text{4GA} \) | \( \text{4GB} \) |
|----------------|----------------|----------------|
| \( 56 \)       | 0.1186         | 0.0014         |
| \( 52 \)       | 0.1483         | 0.0886         |
| \( 56 \)       | 0.1056         | 0.1162         |
| \( 52 \)       | 0.1476         | 0.1403         |
Table 7: Comparison IV (Set 1): number of assets between 31 and 50.

This table contains the summary of the performances of several methods for pricing options in Set 1 with numbers of assets randomly generated between 31 and 50. The assets follow equation (3.10). The assets follow equation (3.10) where the parameters are randomly generated and uniformly distributed in the following ranges: $r \in [0; 0.1]$, $\sigma_i \in [0.1; 0.6]$, $T \in [0.1; 1]$, $S_0^{(i)} = [70; 130]$, $a_i \in [-1; 1]$, $\frac{K}{B^*} \in [0.95; 1.05]$, $\delta_0^{(i)} e^{r T} \in [-20; 20]$, $b_i \in [-1; 1]$, $\lambda_i \in [0; 0.2]$, $\eta_i \in [-0.3; 0]$ and $\nu_i \in [0; 0.3]$.

<table>
<thead>
<tr>
<th></th>
<th>$r \leq 0.05$</th>
<th>$r &gt; 0.05$</th>
<th>$T \leq 0.5$</th>
<th>$T &gt; 0.5$</th>
<th>$\frac{K}{B^*} \leq 0.98$</th>
<th>$0.98 &lt; \frac{K}{B^*} \leq 1.02$</th>
<th>$\frac{K}{B^*} &gt; 1.02$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>C1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>12.24%</td>
<td>15.38%</td>
<td>2.08%</td>
<td>14.81%</td>
<td>2.38%</td>
<td>12.90%</td>
<td>9.00%</td>
<td>BPW</td>
</tr>
<tr>
<td>4GA</td>
<td>85.71%</td>
<td>78.85%</td>
<td><strong>97.92%</strong></td>
<td>85.19%</td>
<td>92.86%</td>
<td>83.87%</td>
<td><strong>88.00%</strong></td>
<td>4GA</td>
</tr>
<tr>
<td>4GB</td>
<td><strong>85.71%</strong></td>
<td><strong>94.12%</strong></td>
<td><strong>82.69%</strong></td>
<td><strong>97.92%</strong></td>
<td>81.48%</td>
<td><strong>97.62%</strong></td>
<td><strong>87.10%</strong></td>
<td><strong>90.00%</strong></td>
</tr>
<tr>
<td><strong>C2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>16.33%</td>
<td>13.46%</td>
<td>39.58%</td>
<td>29.63%</td>
<td>19.05%</td>
<td>32.26%</td>
<td>26.00%</td>
<td>BPW</td>
</tr>
<tr>
<td>4GA</td>
<td>2.04%</td>
<td>5.77%</td>
<td><strong>0.00%</strong></td>
<td><strong>3.70%</strong></td>
<td>4.76%</td>
<td><strong>0.00%</strong></td>
<td><strong>3.00%</strong></td>
<td>4GA</td>
</tr>
<tr>
<td>4GB</td>
<td><strong>2.04%</strong></td>
<td><strong>1.92%</strong></td>
<td><strong>0.00%</strong></td>
<td><strong>3.70%</strong></td>
<td><strong>0.00%</strong></td>
<td><strong>0.00%</strong></td>
<td><strong>1.00%</strong></td>
<td>4GB</td>
</tr>
<tr>
<td><strong>C3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>0.2973</td>
<td>0.373</td>
<td>0.2742</td>
<td>0.3311</td>
<td>0.3751</td>
<td>0.2872</td>
<td>0.338</td>
<td>BPW</td>
</tr>
<tr>
<td>4GA</td>
<td>0.1075</td>
<td><strong>0.122</strong></td>
<td><strong>0.0782</strong></td>
<td><strong>0.1447</strong></td>
<td>0.1025</td>
<td><strong>0.0734</strong></td>
<td><strong>0.1622</strong></td>
<td>0.115</td>
</tr>
<tr>
<td>4GB</td>
<td><strong>0.1072</strong></td>
<td><strong>0.122</strong></td>
<td><strong>0.0782</strong></td>
<td><strong>0.1447</strong></td>
<td><strong>0.102</strong></td>
<td><strong>0.0734</strong></td>
<td><strong>0.1622</strong></td>
<td><strong>0.115</strong></td>
</tr>
<tr>
<td># options</td>
<td>49</td>
<td>51</td>
<td>52</td>
<td>48</td>
<td>27</td>
<td>42</td>
<td>31</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 8: Comparison V (Set 1): Total summary.
This table contains the summary of the performances of several methods for pricing options in Set 1. The assets follow equation (3.10). The assets follow equation (3.10) where the parameters are randomly generated and uniformly distributed in the following ranges: $r \in [0; 0.1]$, $\sigma_i \in [0.1; 0.6]$, $T \in [0.1; 1]$, $S_0^{(i)} = [70; 130]$, $a_i \in [-1; 1]$, $\frac{K_B^*}{\bar{r}} \in [0.95; 1.05]$, $\delta_0^{(i)} e^{ar{r}T} \in [-20; 20]$, $b_i \in [-1; 1]$, $\tilde{\lambda}_i \in [0; 0.2]$, $\eta_i \in [-0.3; 0]$ and $\nu_i \in [0; 0.3]$.

<table>
<thead>
<tr>
<th></th>
<th>$r \leq 0.05$</th>
<th>$r &gt; 0.05$</th>
<th>$T \leq 0.5$</th>
<th>$T &gt; 0.5$</th>
<th>$\frac{K}{K_B^*} \leq 0.98$</th>
<th>$0.98 &lt; \frac{K}{K_B^*} \leq 1.02$</th>
<th>$\frac{K}{K_B^*} &gt; 1.02$</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>C1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>13.78%</td>
<td>12.80%</td>
<td>20.25%</td>
<td>6.78%</td>
<td>15.59%</td>
<td>12.92%</td>
<td>11.64%</td>
<td>13.30% BPW</td>
</tr>
<tr>
<td>4GA</td>
<td>63.98%</td>
<td>63.01%</td>
<td>60.54%</td>
<td>66.28%</td>
<td>65.08%</td>
<td>60.21%</td>
<td>66.04%</td>
<td>63.50% 4GA</td>
</tr>
<tr>
<td>4GB</td>
<td><strong>66.73%</strong></td>
<td><strong>67.28%</strong></td>
<td><strong>66.94%</strong></td>
<td><strong>67.05%</strong></td>
<td><strong>65.08%</strong></td>
<td><strong>68.22%</strong></td>
<td><strong>67.30%</strong></td>
<td><strong>67.00%</strong> 4GB</td>
</tr>
<tr>
<td><strong>C2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>12.60%</td>
<td>15.04%</td>
<td><strong>4.13%</strong></td>
<td>22.87%</td>
<td>15.25%</td>
<td>10.59%</td>
<td>16.35%</td>
<td>13.80% BPW</td>
</tr>
<tr>
<td>4GA</td>
<td>8.46%</td>
<td>10.57%</td>
<td>16.53%</td>
<td>2.91%</td>
<td>7.46%</td>
<td>13.18%</td>
<td>6.92%</td>
<td>9.50% 4GA</td>
</tr>
<tr>
<td>4GB</td>
<td><strong>4.92%</strong></td>
<td><strong>3.86%</strong></td>
<td><strong>6.40%</strong></td>
<td><strong>2.52%</strong></td>
<td><strong>4.07%</strong></td>
<td><strong>3.88%</strong></td>
<td><strong>5.35%</strong></td>
<td><strong>4.40%</strong> 4GB</td>
</tr>
<tr>
<td><strong>C3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>0.332</td>
<td>0.3576</td>
<td>0.2348</td>
<td>0.4216</td>
<td>0.3342</td>
<td>0.3588</td>
<td>0.3375</td>
<td>0.3455 BPW</td>
</tr>
<tr>
<td>4GA</td>
<td><strong>0.148</strong></td>
<td><strong>0.1628</strong></td>
<td><strong>0.0959</strong></td>
<td><strong>0.1945</strong></td>
<td><strong>0.1579</strong></td>
<td><strong>0.1301</strong></td>
<td><strong>0.1765</strong></td>
<td><strong>0.1559</strong> 4GA</td>
</tr>
<tr>
<td>4GB</td>
<td>0.1603</td>
<td>0.1685</td>
<td>0.1185</td>
<td>0.1973</td>
<td>0.1652</td>
<td>0.1362</td>
<td>0.1898</td>
<td>0.1648 4GB</td>
</tr>
<tr>
<td># options</td>
<td>508</td>
<td>492</td>
<td>484</td>
<td>516</td>
<td>295</td>
<td>387</td>
<td>318</td>
<td>1000</td>
</tr>
</tbody>
</table>
Table 9: Comparison (Set 2): Total summary.  
This table contains the summary of the performances of several methods for pricing options in Set 2. The assets follow equation [3.10] where the parameters are randomly generated and uniformly distributed in the following ranges: \( r \in [0;0.1], \sigma_i \in [0.1:0.6], T \in [0.1:1], S_0(i) = [70;130], a_i \in [-1;1], \frac{K^*}{B^*} \in [0.95;1.05], \delta(i)e^{rT} \in [-20;20], b_i \in [-1;1], \lambda_i \in [0;0.2], \eta_i \in [-0.3;0.3] \) and \( \upsilon_i \in [0;0.3] \). The results are showed (per column) along three different dimensions: risk-free rate, time to maturity and strike price. Along the different rows, the results per method are showed: in particular, \( BPW \) stands for the method in Borovkova et al. (2007), \( mGA \) and \( mGB \) are considered for \( m = 4 \) and \( 4GAB \) is a combination of \( 4GA \) and \( 4GB \). \( 4GAB \) returns the solution of the method that matches correctly the moments if only one of \( 4GA \) and \( 4GB \) works properly. The comparison for \( 4GAB \) is carried considering the error of the method that matches the moment if only one between \( 4GA \) and \( 4GB \) finds a solution or the worst error if both find a solution.

<table>
<thead>
<tr>
<th></th>
<th>( r )</th>
<th>( T )</th>
<th>( K )</th>
<th>( \frac{K}{K^*} \leq 0.98 )</th>
<th>( 0.98 &lt; \frac{K}{K^*} \leq 1.02 )</th>
<th>( \frac{K}{K^*} &gt; 1.02 )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>17.95%</td>
<td>17.44%</td>
<td>22.72%</td>
<td>12.37%</td>
<td>17.16%</td>
<td>16.83%</td>
<td>19.45%</td>
</tr>
<tr>
<td>4GA</td>
<td>78.70%</td>
<td>75.66%</td>
<td>68.74%</td>
<td>86.19%</td>
<td>78.22%</td>
<td>78.22%</td>
<td>74.74%</td>
</tr>
<tr>
<td>4GB</td>
<td>76.13%</td>
<td>77.89%</td>
<td>71.46%</td>
<td>82.89%</td>
<td>75.58%</td>
<td>78.22%</td>
<td>77.00%</td>
</tr>
<tr>
<td>4GAB</td>
<td><strong>83.04%</strong></td>
<td><strong>84.79%</strong></td>
<td><strong>79.02%</strong></td>
<td><strong>89.07%</strong></td>
<td><strong>84.16%</strong></td>
<td><strong>84.65%</strong></td>
<td><strong>82.59%</strong></td>
</tr>
<tr>
<td>C2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>19.72%</td>
<td>24.14%</td>
<td>7.96%</td>
<td>36.70%</td>
<td>29.04%</td>
<td>17.82%</td>
<td>20.14%</td>
</tr>
<tr>
<td>4GA</td>
<td>9.27%</td>
<td>13.18%</td>
<td>16.31%</td>
<td>5.77%</td>
<td>11.22%</td>
<td>10.15%</td>
<td>12.63%</td>
</tr>
<tr>
<td>4GB</td>
<td>12.03%</td>
<td>11.36%</td>
<td>14.37%</td>
<td>8.87%</td>
<td>13.20%</td>
<td>11.88%</td>
<td>9.90%</td>
</tr>
<tr>
<td>4GAB</td>
<td><strong>2.96%</strong></td>
<td><strong>3.85%</strong></td>
<td><strong>3.11%</strong></td>
<td><strong>3.71%</strong></td>
<td><strong>3.96%</strong></td>
<td><strong>2.97%</strong></td>
<td><strong>3.41%</strong></td>
</tr>
<tr>
<td>C3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>0.3731</td>
<td>0.3331</td>
<td>0.2729</td>
<td>0.4234</td>
<td>0.3623</td>
<td>0.3537</td>
<td>0.3454</td>
</tr>
<tr>
<td>4GA</td>
<td>0.17</td>
<td><strong>0.1545</strong></td>
<td>0.096</td>
<td>0.2114</td>
<td><strong>0.1772</strong></td>
<td>0.1482</td>
<td>0.1656</td>
</tr>
<tr>
<td>4GB</td>
<td><strong>0.1632</strong></td>
<td>0.1585</td>
<td>0.0969</td>
<td><strong>0.2083</strong></td>
<td>0.1841</td>
<td><strong>0.1423</strong></td>
<td><strong>0.1593</strong></td>
</tr>
<tr>
<td>4GAB</td>
<td>0.1784</td>
<td>0.1630</td>
<td>0.1116</td>
<td>0.2170</td>
<td>0.1966</td>
<td>0.1516</td>
<td>0.1678</td>
</tr>
<tr>
<td># options</td>
<td>507</td>
<td>493</td>
<td>515</td>
<td>485</td>
<td>303</td>
<td>404</td>
<td>293</td>
</tr>
</tbody>
</table>
Table 10: Comparison: Delta-hedging performances.
This table contains the summary of the Delta-hedging performances of three methods. BPW stands for the method in Borovkova et al. [2007] and 4GA and 4GB are the methods summarized in Table 1. The measures of error considered are: C4— the volatility of Delta, C5— the MSE on the hedging performance along the life time of the contract, C6 and C7— the numbers of sub-hedging and super-hedging respectively, finally C8, C9 and C10— respectively the average error on sub-hedging portfolios, super-hedging portfolios and all portfolios.

<table>
<thead>
<tr>
<th>Basket 1</th>
<th>Basket 2</th>
<th>Basket 3*</th>
<th>Basket 4*</th>
<th>Basket 5*</th>
<th>Basket 6*</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBM</td>
<td>GBM</td>
<td>Shifted Jump</td>
<td>Shifted Jump</td>
<td>Shifted GBM</td>
<td>Shifted GBM</td>
<td></td>
</tr>
<tr>
<td>BPW</td>
<td>C4</td>
<td>0.1959</td>
<td>0.4707</td>
<td>0.2079</td>
<td>0.2332</td>
<td>0.2418</td>
</tr>
<tr>
<td></td>
<td>C5</td>
<td>1.5117</td>
<td>1.5622</td>
<td>1.5836</td>
<td>0.6354</td>
<td>2.1108</td>
</tr>
<tr>
<td></td>
<td>C6</td>
<td>0.6457</td>
<td>0.1549</td>
<td>0.7042</td>
<td>0.2145</td>
<td>0.707</td>
</tr>
<tr>
<td></td>
<td>C7</td>
<td>0.3543</td>
<td>0.8451</td>
<td>0.2958</td>
<td>0.7855</td>
<td>0.293</td>
</tr>
<tr>
<td></td>
<td>C9</td>
<td>1.676</td>
<td>14.5837</td>
<td>2.1672</td>
<td>15.8623</td>
<td>3.0774</td>
</tr>
<tr>
<td></td>
<td>C10</td>
<td>-1.7504</td>
<td>10.9898</td>
<td>-2.1821</td>
<td>10.0914</td>
<td>-3.5523</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GBM</th>
<th>GBM</th>
<th>Shifted Jump</th>
<th>Shifted Jump</th>
<th>Shifted GBM</th>
<th>Shifted GBM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4GA</td>
<td>C4</td>
<td>0.1984</td>
<td>0.2069</td>
<td>0.1986</td>
<td>0.1884</td>
<td>0.2395</td>
</tr>
<tr>
<td></td>
<td>C5</td>
<td>1.502</td>
<td>1.335</td>
<td>1.6066</td>
<td>0.9208</td>
<td>2.0806</td>
</tr>
<tr>
<td></td>
<td>C6</td>
<td>0.6511</td>
<td>0.6652</td>
<td>0.688</td>
<td>0.364</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td>C7</td>
<td>0.3489</td>
<td>0.3348</td>
<td>0.312</td>
<td>0.636</td>
<td>0.297</td>
</tr>
<tr>
<td></td>
<td>C8</td>
<td>-3.5411</td>
<td>-3.9376</td>
<td>-3.8939</td>
<td>-5.6858</td>
<td>-5.3825</td>
</tr>
<tr>
<td></td>
<td>C9</td>
<td>1.6796</td>
<td>1.7109</td>
<td>2.3771</td>
<td>1.4358</td>
<td>3.1234</td>
</tr>
<tr>
<td></td>
<td>C10</td>
<td>-1.7198</td>
<td>-2.0466</td>
<td>-1.9372</td>
<td>-1.1567</td>
<td>-2.8564</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GBM</th>
<th>GBM</th>
<th>Shifted Jump</th>
<th>Shifted Jump</th>
<th>Shifted GBM</th>
<th>Shifted GBM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4GB</td>
<td>C4</td>
<td>0.02069</td>
<td>0.1986</td>
<td>0.1884</td>
<td>0.2395</td>
<td>0.2389</td>
</tr>
<tr>
<td></td>
<td>C5</td>
<td>1.502</td>
<td>1.335</td>
<td>1.6066</td>
<td>0.9208</td>
<td>2.0806</td>
</tr>
<tr>
<td></td>
<td>C6</td>
<td>0.6511</td>
<td>0.6652</td>
<td>0.688</td>
<td>0.364</td>
<td>0.703</td>
</tr>
<tr>
<td></td>
<td>C7</td>
<td>0.3489</td>
<td>0.3348</td>
<td>0.312</td>
<td>0.636</td>
<td>0.297</td>
</tr>
<tr>
<td></td>
<td>C8</td>
<td>-3.5411</td>
<td>-3.9376</td>
<td>-3.8939</td>
<td>-5.6858</td>
<td>-5.3825</td>
</tr>
<tr>
<td></td>
<td>C9</td>
<td>1.6796</td>
<td>1.7109</td>
<td>2.3771</td>
<td>1.4358</td>
<td>3.1234</td>
</tr>
<tr>
<td></td>
<td>C10</td>
<td>-1.7198</td>
<td>-2.0466</td>
<td>-1.9372</td>
<td>-1.1567</td>
<td>-2.8564</td>
</tr>
</tbody>
</table>
Appendices

A. Propositions Proofs

A.1. Proof of Proposition 3.1

Define the quantity

\[ \Gamma(t) = e^{(r - \bar{\beta}_i \lambda_i - \frac{1}{2} \sum_{j=1}^{nw} \gamma_{ij}^2) t + \sum_{j=1}^{nw} \gamma_{ij} W_{t}^{(j)} \prod_{l=1}^{N_t^{(i)}} (Y_{t}^{(i)} + 1)} \] (A.1)

and calculate its expectation under the \( \tilde{\mathbb{P}} \)-martingale measure. From equation (3.6), given that the system of equations (3.4) admits a solution, it follows that \( \tilde{\mathbb{E}}[\Gamma(t)] = e^{rt} \). Separating the right side of identity (3.9) into two different components

\[ S_{t}^{(i)} = [S_{0}^{(i)} \Gamma(t)] + \left[ -b_{i} \Gamma(t) \delta_{0}^{(i)} + b_{i} \delta_{t}^{(i)} \right] \] (A.2)

and taking the discounted expectation of the quantity in the second parentheses lead to

\[ e^{-rt} \tilde{\mathbb{E}} \left[ -b_{i} \Gamma(t) \delta_{0}^{(i)} + b_{i} \delta_{t}^{(i)} \right] = e^{-rt} b_{i} \left( -\tilde{\mathbb{E}}[\Gamma(t)] \delta_{0}^{(i)} + \tilde{\mathbb{E}}[\delta_{t}^{(i)}] \right) \]

\[ = e^{-rt} b_{i} \left( -e^{rt} \delta_{0}^{(i)} + e^{rt} \delta_{0}^{(i)} \right) = 0 \] (A.3)

where we have used the martingale property of \( \{\delta_{t}^{(i)}\}_{t \geq 0} \). Consequently, the second bracket in (A.2) does not influence the expectation but only the first plays a role. Finally, by using (A.2) and (A.3),

\[ \tilde{\mathbb{E}} \left[ e^{-rt} S_{t}^{(i)} \right] = \tilde{\mathbb{E}} \left[ S_{0}^{(i)} \Gamma(t) e^{-rt} \right] = S_{0}^{(i)} \]

that concludes the proof.

Proposition 3.1 can be generalized as follows.

**Proposition A.1.** Proposition 3.1 still holds for any adapted process \( \{\delta_{t}^{(i)}\}_{t \geq 0} \) such that \( \mathbb{E}[e^{-rt} \delta_{t}^{(i)}] = \delta_{0}^{(i)} \). In that case, the solution of the SDEs (3.7) is:

\[ S_{t}^{(i)} = \left( S_{0}^{(i)} - b_{i} \delta_{0}^{(i)} \right) e^{(r - \bar{\beta}_i \lambda_i - \frac{1}{2} \sum_{j=1}^{nw} \gamma_{ij}^2) t + \sum_{j=1}^{nw} \gamma_{ij} W_{t}^{(j)} \prod_{l=1}^{N_t^{(i)}} (Y_{t}^{(i)} + 1)} + b_{i} \delta_{t}^{(i)}. \] (A.4)

**Proof.** The proof is identical to the one for Proposition 3.1 because we used there only the martingale property of the shift. \( \square \)
A.2. Proof of Proposition 4.1

Formula (4.4) is derived by exponentiation of formula (4.2) where the moment generation function of $\sigma_i V_t^{(i)} + \sum_{l=1}^{N_t^{(i)}} \log (Y_t^{(i)} + 1)$ in (4.5) is calculated by conditioning with respect to $N_t$.

A.3. Proof of Proposition 4.2

The proposition can be proved by considering the second equality in (4.7):

$$c_0 = e^{-rT} \mathbb{E}[(B_T - K)^+] \approx e^{-rT} \int_{l_1}^{l_2} [B_0 e^{rT} (J(z) + h_t) - K] \phi(z)dz \quad (A.5)$$

where, for $B_0 > 0$, $l_1 = \tilde{z}$ and $l_2 = +\infty$ and, for $B_0 < 0$, $l_1 = -\infty$ and $l_2 = \tilde{z}$. For the last integral in (A.5), Appendix B.1 is useful.

A.4. Proof of Proposition 4.3

The calculation of the hedging parameter can be achieved by direct differentiation of the approximate pricing formula (A.5) by applying Leibniz’ rule. The results in Appendix B are useful here.

B. Computational Tools

B.1. Tools for the pricing formula (Proposition 4.2)

Hermite polynomials satisfy the recursive relation

$$H_k(z) = zH_{k-1}(z) - H'_{k-1}(z) \quad k = 1, 2, \ldots$$

with $H_0(z) = 1$.

Hence, for $B_0 > 0$

$$\int_{\tilde{z}}^{+\infty} H_0(z) \phi(z)dz = \Phi(-\tilde{z})$$

and for $k \geq 1$

$$\int_{\tilde{z}}^{+\infty} H_k(z) \phi(z)dz = \int_{\tilde{z}}^{+\infty} zH_{k-1}(z) \phi(z)dz - \int_{\tilde{z}}^{+\infty} H'_{k-1}(z) \phi(z)dz.$$
and consequently,
\[ \int_{-\infty}^{+\infty} J(z)\phi(z)dz = g(\tilde{z}) + \varphi_0 \Phi(-\tilde{z}). \] (B.1)

Given the orthogonality feature of the Hermite polynomials,
\[ \int_{-\infty}^{\infty} H_k(z)\phi(z)dx = 0 \text{ for } n \geq 1, \] (B.2)

for \( B_0 < 0 \)
\[ \int_{-\infty}^{\tilde{z}} H_k(z)\phi(z)dz = -H_{k-1}(\tilde{z})\phi(\tilde{z}) \]

and
\[ \int_{-\infty}^{\tilde{z}} J(z)\phi(z)dz = -g(\tilde{z}) + \varphi_0 \Phi(\tilde{z}). \] (B.3)

B.2. Moments of the considered variables

The \( k \)-th moment of
\[ J(Z) = \sum_{k=0}^{m-1} \varphi_k H_k(Z) \]
can be calculated as:
\[ \tilde{\mathbb{E}}[J^k] = \sum_{i_1=0}^{m} \ldots \sum_{i_k=0}^{m} \varphi_{i_1} \ldots \varphi_{i_k} \mathbb{E}[H_{i_1}(Z) \ldots H_{i_k}(Z)]. \] (B.4)

Applying the property that the Hermite polynomials are orthogonal with respect to the standard normal probability density function (see equation (B.2)), formula (B.4) becomes \( \mathbb{E}[J] = \varphi_0, \mathbb{E}[J^2] = \sum_{i=0}^{m} i! \varphi_i^2 \) and \( \mathbb{E}[J^3] = \varphi_0^3 + (3\varphi_1^2 + 6\varphi_2 + 18\varphi_3 + 72\varphi_4 + 360\varphi_5)\varphi_0 + 6\varphi_1\varphi_2 + 36\varphi_1\varphi_2\varphi_3 + 144\varphi_1\varphi_3\varphi_4 + 720\varphi_1\varphi_4\varphi_5 + 8\varphi_2^2 + 72\varphi_3^2 + 108\varphi_2\varphi_3 + 720\varphi_2\varphi_3\varphi_4 + 576\varphi_2^2\varphi_4 + 3600\varphi_2^2\varphi_5 + 648\varphi_2^2\varphi_4 + 8640\varphi_3\varphi_4\varphi_5 + 1728\varphi_4^2 + 43200\varphi_4\varphi_5^2). \)

For \( k > 3 \), formula (B.4) can be evaluated in a closed form as a weighted sum of the moments of the standard normal variable knowing that the product between two Hermite polynomials is still a (non-Hermitian) polynomial and that the expected value is a linear operator. The formulae are very long and are not given here for lack of space but they can be obtained upon request from the authors.
The $k$-th moment of the normalized basket for $mGA$ in Table 1 is given by:

$$\tilde{E}\left[\left(\frac{B_T}{B_0e^{rT}}\right)^k\right] = \frac{E[B_T^k]}{B_0^k e^{krT}}$$  \hspace{1cm} (B.5)

and therefore the $k$-th moment of the normalized basket for $mGB$ is given by:

$$\tilde{E}\left[\left(\frac{B_T}{B_0e^{rT}} - 1\right)^k\right] = \sum_{i=0}^{k} \binom{k}{i} (-1)^i \frac{(B_0e^{rT})^{k-i}}{(B_0e^{rT})^k} \tilde{E}[B_T^{k-i}]$$  \hspace{1cm} (B.6)

**B.3. Hedging Parameters Calculations**

For the hedging formulae, equations (B.1) and (B.3) are useful. These formulae can also be applied for the calculation of

$$\int_{l_1}^{l_2} \frac{\partial J(z)}{\partial u} \phi(z) dz$$

because

$$\frac{\partial J(z)}{\partial u} = \sum_{k=0}^{m} \frac{\partial \varphi_k}{\partial u} H_k(z)$$

and, consequently, $J(Z)$ and $\frac{\partial J(z)}{\partial u}$ have the same structure but $\frac{\partial \varphi_k}{\partial u}$ takes the place of $\varphi_k$.

Finally, the derivatives $\frac{\partial \varphi_k}{\partial u}$ are calculated as below\footnote{This method is also used in Borovkova et al. (2007).} We start from the system:

$$\begin{align*}
\tilde{E}[J] &= \tilde{E}[X_T] \\
\tilde{E}[J^2] &= \tilde{E}[X_T^2] \\
\vdots \\
\tilde{E}[J^m] &= \tilde{E}[X_T^m]
\end{align*}$$

where $X_T = \frac{B_T}{B_0e^{rT}} + h_J$ and we differentiate left and right side of each equation with respect to $u$.

We are interested in the solution of the system when the derivatives are calculated in correspondence of the current status i.e. when the $\varphi_i$s are $\varphi_0, \varphi_1, \cdots, \varphi_m$.
and the parameter \( u \) is \( \bar{u} \). So we solve:

\[
\begin{align*}
\frac{\partial \tilde{E}[J]}{\partial u} \bigg|_{\varphi_0, \varphi_1, \ldots, \varphi_m} &= \frac{\partial \tilde{E}[X_T]}{\partial u} \bigg|_{\bar{u}} \\
\frac{\partial \tilde{E}[J^2]}{\partial u} \bigg|_{\varphi_0, \varphi_1, \ldots, \varphi_m} &= \frac{\partial \tilde{E}[X_T^2]}{\partial u} \bigg|_{\bar{u}} \\
\vdots & \quad \vdots \\
\frac{\partial \tilde{E}[J^m]}{\partial u} \bigg|_{\varphi_0, \varphi_1, \ldots, \varphi_m} &= \frac{\partial \tilde{E}[X_T^m]}{\partial u} \bigg|_{\bar{u}}
\end{align*}
\]

(B.7)

a linear system in the first derivative of the \( \varphi_i \) with respect of \( u \) calculate in correspondence of \( \bar{\varphi}_0, \bar{\varphi}_1, \ldots, \bar{\varphi}_m \). As before, the integrals can be evaluated in a closed-form. The quantities on the right of the equations (B.7) are calculated differentiating the formula of the moments. In particular, for the \( \Delta \), the following relations are relevant:

\[
\frac{\partial \tilde{E}[X_T^k]}{\partial B_0} = \frac{\partial \tilde{E}[X_T^k]}{\partial a_1} \frac{\partial a_1}{\partial B_0} = \frac{\partial \tilde{E}[X_T^k]}{\partial a_1} \frac{1}{S_1}
\]

and

\[
\frac{\partial \tilde{E}[B_T^k]}{\partial a_1} = \left. \frac{k a_1}{a_{i_1-1}} \sum_{i_1=1}^{N} \sum_{i_{k-1}=1}^{N} \left( a_{i_1} (S_0^{(i_1)} - b_{i_1} \delta_0^{(i_1)}) e^{(r+\omega_{i_1})t} \right) \times \ldots \right. \\
\left. \ldots \times \left( a_{i_{k-1}} (S_0^{(i_{k-1})} - b_{i_{k-1}} \delta_0^{(i_{k-1})}) e^{(r+\omega_{i_{k-1}})t} \right) \right) mgf(e_{i_1} + e_{i_2} + \ldots + e_{i_{k-1}})
\]