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Abstract

We explore the hypothesis that Jensen’s Inequality is related to the magnitude of the commonly observed difference between forward rates and the subsequent realizations of spot exchange rates. Compared to the standard specification, it is shown that using the option-implied variance of the spot rate as an additional regressor in the unbiased forward specification results in slope coefficients that are closer to their theoretical value of unity. Furthermore, implied variance is found to have a higher explanatory power over future spot returns compared to that of the forward premium. Our empirical findings are consistent with the hypothesis that the time-varying risk-premium documented in previous studies contains a Jensen’s term of the future spot variance.
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1. Introduction

The forward premium puzzle refers to the widely observed rejection of the forward premium as a conditionally unbiased predictor of future spot exchange rate returns. When
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exchange rate returns are regressed on the lagged forward premium/discount, interest rate parity predicts a slope coefficient equal to one. However, a large body of related literature reports a coefficient less than the theoretical value of unity and, in many cases, significantly negative. For instance, McCallum (1994), using Yen, Mark and Pound rates against the Dollar for the period 1978-1990, estimates a slope coefficient of -4.¹ According to the Uncovered Interest Rate Parity (UIP) condition, this translates to an expectation of appreciating currency for the country with the higher nominal interest rate.

This paper examines the forward premium puzzle using data on the British Pound/U.S Dollar exchange rate, with particular emphasis on the role of option implied information in explaining this widely documented anomaly. Given that previous regressions of future spot rates (returns) on forward rates (forward premium) have resulted in estimated slopes that are significantly different from the value of unity that UIP predicts (and even negative in certain cases), the hypothesis is explored that an omitted future spot variance is at least partly driving the results.

Assuming lognormally distributed exchange rates, Jensen’s Inequality results in a time-varying risk-premium in the forward markets by incorporating a term that refers to the future variance of the spot rate. The above correction has received relatively little attention in the existing literature, with a number of researchers arguing that its overall effect in accounting for deviations from UIP is not significant. The motivation for this study stems from the fact that previous studies have used historical measures of volatility or simulations to proxy for the spot rate’s variance. However, since the variable in the extended regression specification refers to future volatility, it could be the case that the observed failure of Jensen’s Inequality Term (JIT) in estimating a forward slope closer to unity might be due to the use of a poor proxy for future variance.

The subsequent analysis attempts to correct this potential limitation by estimating forward-looking volatility proxies, namely volatilities implied from currency option prices, which have been shown to have significant forecasting power over future volatility in foreign exchange markets (Pong, Shackleton, Taylor and Xu, 2004) and to be

¹Other studies that report negative coefficients include Froot and Frankel (1989), Byers and Peel (1991), Backus, Gregory and Telmer (1993), and Mark, Wu and Hai (1997). Also, see Hodrick (1987) and Engel (1996) for comprehensive reviews of the forward premium puzzle literature.
directly related to the forward premium’s persistence (Kellard and Sarantis, 2008). Our study is also related to Menkhoff, Sarno, Schmeling and Schrimpf (2012) who examine the excess returns of carry trades and report that global FX volatility risk, proxied by innovations in implied volatility, constitutes a driver of foreign exchange risk premia.

The variety of explanations that have been suggested to account for the forward premium anomaly indicates that researchers so far have failed to reach a consensus with respect to the source of this potentially negative correlation between the forward rate differential and exchange rate returns. In general, three types of explanations have been proposed. The first stream has examined the presence of a time-varying risk-premium which is assumed to be negatively correlated with expected spot rate returns. Although the models developed by Boyer and Adams (1988) and McCallum (1994) were able to produce a negative value of the forward premium’s slope, Engel (1996) argues that these models are unlikely to be reconciled with existing models of risk-averse behaviour. The second stream suggests that the way investors form expectations about future levels of exchange rates results in a systematic forecast error in the forward premium due to e.g. peso problems (Lewis, 1994, and Evans, 1995), misinterpretation of interest rate shocks as transitory (Gourinchas and Tornell, 2004), or delayed overshooting (Bacchetta and Wincoop, 2007, 2009). Finally, a third stream of literature points to monetary policy interventions as a potential driver of the forward premium puzzle (McCallum, 1994).²

In order to examine the predictive power of the forward rate, some of the earlier studies estimated a simple model where the log of the future spot rate is regressed on the log of the forward rate through Ordinary Least Squares (OLS) minimization. Subsequent research, though, on the time-series properties of the above variables has demonstrated that this model is potentially mis-specified. More recent surveys examining the forward premium anomaly have explored the typical regression model in which exchange rate returns are the dependent variable and the lagged forward premium/discount is the only explanatory variable. However, it has been noted that under the mild assumption of log-

²A number of more recent studies have documented that the predictive ability of the forward rate on future spot rates depends on the forecasting time-horizon. Chaboud and Wright (2005) and Bernoth, Hagen and Vries (2010) show that the forward rate’s slope starts close to its theoretical value of unity at relatively short horizons, and slowly turns negative as maturity approaches the monthly level. At the other end of the spectrum, Chinn and Meredith (2004) demonstrate that the slope is significantly positive and closer to one over multi-year horizons.
normal distribution for exchange rates, forward prices and price levels, two correction terms must be added to the regression specification. These terms are related to the variance of the spot rate and its covariance with the price level, and are commonly referred to as Jensen’s Inequality Terms (JIT). While this correction is dictated by theory, its empirical effect has been frequently questioned. For instance, Bekaert and Hodrick (1993) report that including an historical variance correction term does not result in a slope coefficient that is consistent with theoretical predictions, while similar conclusions have been reached by Cumby (1988), Hodrick (1989), Baillie and Bollerslev (1990), and Backus, Gregory and Telmer (1993).

In contrast to previous studies, to proxy for the future variance of the spot rate in the JIT framework we use the variance implied by the prices of options written on exchange rates. More specifically, we examine options written on the British Pound/U.S Dollar exchange rate and we compute the rate’s option-implied variance as the model-free estimate, following the methodology of Britten-Jones and Neuberger (2000). We perform rolling estimations of UIP and we consider the proportion of forward premium slopes that lie within two standard errors from the theoretical value of unity as a measure of the validity of UIP for our sample.

Overall, the results show that foreign exchange implied variance is to an extent driving future spot returns, with its explanatory power even higher than that of the forward premium when compared in a univariate setting. Furthermore, including an expectation of the spot rate’s future variance in an extended specification provides forward slopes that are closer to one compared to the standard univariate model. When the standard specification is estimated through OLS, 30% of the resulting betas are statistically different from unity, whereas including the option-implied JIT results in the proportion of betas rejecting UIP falling to 23%. Re-estimating the parity specification using Least Absolute Deviations (LAD) instead of OLS further reduces the number of forward premium slopes that violate parity to 18%.

Our empirical results indicate that the spot rate’s expected variance accounts for some part of the observed deviations from parity, within Jensen’s Inequality framework. Consequently, we argue that previous empirical findings that document an insignificant
impact of this additional term to UIP are more likely to be a result of using an inefficient proxy for future variance, rather than a fundamental quality of the term itself. Additionally, the spot rate’s option-implied variance can be interpreted as a significant and trackable part of the time-varying risk-premium in foreign exchange markets that has been reported in previous studies. However, it has to be noted that the option-implied JIT cannot fully explain parity violations in our sample, since the extended specification still produces a significant number of betas (18%) that reject the null of unity, albeit to a lower extent compared to the standard specification.

The remaining of the paper is organized as follows: Section 2 gives an overview of the economic relationships leading to the Uncovered Interest Parity condition that is empirically tested. Section 3 describes the data used in the empirical analysis, while Section 4 presents the results. Finally, Section 5 concludes.

2. Economics of the Forward Premium Puzzle

Throughout this paper, $S_t$ denotes the spot exchange rate at time $t$, while $F_{t+\tau}^i$ refers to the forward exchange rate at time $t$ for delivery at time $t+\tau$. Corresponding logarithmic values are denoted by the lower case variables $s_t$ and $f^i_{t+\tau}$, respectively. Both rates use the US Dollar as the numeraire currency. Furthermore, $i_t$ refers to the risk-free interest rate applicable for US investors, while $i^*_t$ denotes the foreign risk-free rate.

The Covered Interest Rate Parity condition (CIP) states that the difference between the forward rate and the spot rate at time $t$ must be equal to the interest rate differential between the two countries. There is strong empirical evidence demonstrating that, ignoring transaction costs, CIP generally holds (see for instance Bahmani-Oskooee and Das, 1985, and Clinton, 1988).

\[ f^i_{t+\tau} - s_t = i^*_t - i_t \quad (1) \]

The Uncovered Interest Rate Parity condition (UIP) then states that the expectation of spot rate returns must be equal to the interest rate differential. Taking into account (1), UIP can be expressed as follows,

\[ E_t[s_{t+\tau} - s_t] = f^i_{t+\tau} - s_t = i^*_t - i_t \quad (2) \]
where $E_t[\cdot]$ is a (risk-neutral) expectation operator conditional on information available at time $t$. This study focuses on the prediction that the expected future spot rate $E_t[s_{t+\tau}]$ must be equal to the current forward rate $f_t^{t+\tau}$, or equivalently, that expected spot returns $E_t[\Delta s_{t+\tau}]$ must be equal to the current forward premium $f_t^{t+\tau} - s_t$.

In order to derive UIP, one must jointly assume rational risk-neutral agents, free capital mobility and the absence of taxes on capital transfers. From the same set of assumptions, it is also implied that risk-neutral expected returns from trading in the forward market must be zero

$$E_t[(F_t^{t+\tau} - S_t)/P_{t+\tau}] = 0$$

where $P_{t+\tau}$ denotes the domestic dollar price level at time $t+\tau$. Assuming that all three variables in (3) are lognormally distributed and by using a Taylor series expansion to second order, equation (4) is derived

$$E_t[s_{t+\tau}] - f_t^{t+\tau} = -0.5 \text{var}_t(s_{t+\tau}) + \text{cov}_t(s_{t+\tau}, p_{t+\tau})$$

where $p_{t+\tau}$ is the logarithm of the price level $P_{t+\tau}$. The above two conditional second moment terms are usually referred to as *Jensen’s Inequality Terms* (JIT). Equation (4) can be rewritten, in terms of returns, as

$$E_t[s_{t+\tau}] - s_t = (f_t^{t+\tau} - s_t) - 0.5 \text{var}_t(s_{t+\tau}) + \text{cov}_t(s_{t+\tau}, p_{t+\tau})$$

which describes the models that have been examined in past surveys. In this paper, the emphasis is on the effect of $\text{var}_t(s_{t+\tau})$, i.e. the spot rate’s variance at $t+\tau$ conditional at information available at $t$, in explaining future spot levels, not taking into account the covariance between spot rates and the price level. Although theory predicts that the latter variable will have some explanatory power in predicting future exchange rates, it has been argued that its measurement is relatively problematic, reducing its actual explanatory power. More specifically, price levels, like many other economic variables, are reported at relatively low frequencies. The resulting smoothing and averaging complicates its inclusion in the model, especially considering the fact that the dependent variable as well as the remaining explanatory variables are estimated at a daily frequency.

---

3A detailed discussion on the derivation of equation (4) under a *stochastic discount factor* framework is provided in Engel (1999) and Azar (2008). The above *Jensen’s Inequality Terms* are shown to be directly related to the foreign exchange risk-premium not necessarily in terms of a rigorous theoretical framework, but rather as a result of a mathematical paradox, i.e. Siegel’s paradox, which is based on the convexity property of exchange rates as ratios and the concavity property of the logarithmic function (see also Beenstock, 1985).
3. Data

3.1 Data Sources

This study examines the exchange rate of the British Pound vis-à-vis the US Dollar. We focus on a sample period where reported deviations from parity are relatively more pronounced, with our sample running from January 1988 to June 2001, for a total of 3,330 trading days. Daily spot exchange rates were obtained from DataStream. Monthly forward rates at a daily frequency are proxied by exchange-traded futures rates and were also obtained from DataStream.

The original options dataset consisted of a total of 191,249 options written on the GBP/USD exchange rate, with the dataset containing, among other fields, option prices, strike prices, time-to-maturity, implied volatilities and trading volume. Prices of foreign exchange options are calculated as the mid-point of the best bid and the best ask quote at the end of the trading day, while option implied volatilities per contract are calculated using the Black and Scholes (1973) option pricing formula.

Similarly to previous studies, several filters were introduced. First, all options with prices lying close to zero or outside the theoretical bounds were removed from the sample. Second, options that expired within a trading week (five trading days) were removed. Finally, observations with less than five traded contracts were also dropped to avoid illiquidity concerns. The above filtering resulted in a reduced dataset, with the final sample consisting of 132,787 options.

The continuously compounded risk-free rate of interest is proxied by the LIBOR offered to US investors, whilst the “dividend yield” of the underlying asset, i.e. of the spot exchange rate, is proxied by the UK LIBOR. A significant part of the related literature suggests that this is a reasonable proxy of the dividend yield for an investor buying a currency option which gives her the right to buy the British Pound using US Dollars. The main intuition behind this choice is the fact that, had she instead bought the underlying, she would have been able to receive a return equal to the UK risk-free rate by investing in UK government bonds. The US and UK LIBOR rates were obtained from DataStream.
3.2 Time-Series Properties

Many studies have examined the time-series properties of foreign exchange rates, typically finding $s_t$ to follow a unit root process, making foreign exchange returns $(s_{t+\tau} - s_t)$ an I(0) process. However, results on the order of integration of the forward rate $f_{t+\tau}$ and of the forward premium $(f_{t+\tau} - s_t)$ have been less than conclusive. For example, Mark, Wu and Hai (1997) support the stationarity of the forward premium in their empirical investigation of three main exchange rates, namely the Pound/Dollar, French Franc/Dollar and Yen/Dollar rates. On the other hand, Crowder (1994) contradicts these results. Examining monthly observations for the Pound, Mark and Canadian Dollar relative to the US Dollar from January 1974 to December 1991, he finds that the null hypothesis of non-stationarity of $(f_{t+\tau} - s_t)$ cannot be rejected.

As can be seen from Figure 1, logarithmic spot and monthly forward rates in our sample exhibit very high, positive, slow-decaying autocorrelations at roughly the first 100 lags. The correlograms of these two variables are very similar, although autocorrelations in the forward rate are at a slightly lower level than those of the spot rate. By subtracting $s_t$, exchange rate returns have significantly lower serial correlations after the first few lags. However, autocorrelations in the forward premium $(f_{t+\tau} - s_t)$ are much higher than those of $(s_{t+\tau} - s_t)$, suggesting a more pronounced deviation from stationarity.

The order of integration for the variables of interest is directly examined by performing the Augmented Dickey-Fuller test (ADF; Said and Dickey, 1984), the Kwiatkowski, Phillips, Schmidt and Shin test (KPSS; Kwiatkowski et al, 1992), and the Geweke and Porter-Hudak test (GPH; Geweke and Porter-Hudak, 1983), with the results presented in Table 1. The ADF tests the null that the series examined is a unit root I(1) against the alternative of the series being stationary, and the number of lags is selected using the Schwartz Information Criterion. As can be seen from the Table, the results support the presence of a unit root in both the spot exchange rate (t-stat = -2.45) and the forward rate (t-stat = -2.43). The results of the KPSS test, however, highlight an important difference between spot returns and the forward premium. More specifically,
the KPSS tests the null that the series examined is stationary I(0) against the alternative of a unit root, with the number of lags selected by Newey-West bandwidth using Bartlett kernel spectral levels. Spot rate returns are found to be stationary at the 5% level (t-stat = 0.05), which is to be expected given that they are the first difference of a unit root process, while the null of stationarity is rejected for the forward premium (t-stat = 3.67). Finally, the GPH test estimates that the order of integration is relatively close to unity for $s_t$ ($d = 0.81$) and $f_t^{tt}$ ($d = 0.76$), and are thus not inconsistent with the ADF results. The GPH results are also consistent with KPSS with respect to the series’ first differences, since spot rate returns are shown to be effectively stationary ($d = 0.05$), while the forward premium might be characterized by a fractionally integrated process ($d = 0.62$).

Before proceeding with examining the forward unbiasedness hypothesis, attention should be drawn to the issue of potential data contamination in the time-series of spot and forward rates. This concern has been extensively discussed by Maynard and Phillips (2001), who report that forward premia series that are obtained from five alternative sources exhibit significant differences, tending to ‘… obfuscate the true time series properties of the forward premium, creating a clear (finite sample) bias in favour of stationarity’. Furthermore, they observe that the forward premium in their sample is characterized by large one-day fluctuations that are not present in the interest rate differential. This pattern is also found in the data used in this study as evidenced by the time-series of the nominal interest rate differential between the US and the UK, and of the forward premium, plotted in Figure 2. This implies a significant deviation from CIP, which predicts that the forward premium should be identical to the nominal interest rate differential.

3.3 Implied Variance

The main variable of interest $\text{var}(s_{t+\tau})$ refers to the future period $t+\tau$ and is, therefore, not observable at time $t$. One methodology that has been used in the related literature involves fitting an historical model to past data and estimating future volatility through this model’s parameters. However, since the JIT requires the variance at $t+\tau$, a forward-
looking measure, such as implied variance, might be a more appropriate proxy for future variance.

In order to obtain a forward-looking measure of $\text{var}(s_{t+\tau})$, implied variances are extracted from a large set of options written on foreign exchange using the model-free methodology developed by Britten-Jones and Neuberger (2000). So-called ‘model-free’ implied variances have been widely used in the related literature due to their appealing properties, especially the fact that volatility estimates do not depend on the validity of a particular option pricing model. In addition to being valid under a wide range of stochastic processes, model-free volatilities have also been shown to more efficiently forecast future volatility levels compared, for instance, to Black and Scholes implied volatilities (Jiang and Tian, 2005). The detailed methodology for extracting model-free estimates of the spot rate’s future variance is discussed in the Appendix.

Figure 3 plots the annualized 1-month implied variance of the GBP/USD exchange rate across the sample period January 1988 to June 2001. The standardized monthly implied variance is obtained by estimating the model-free implied variance for the two nearest expiration dates, and then linearly interpolating to the standardized one month horizon. With respect to its time-series properties, the last row of Table 1 suggests that implied variance is best described by a fractionally integrated process $I(d)$, similarly to the forward premium discussed in the previous Section. More specifically, the ADF test strongly rejects the null of a unit root in the time-series of implied variance ($t$-stat = -49.39), the KPSS test rejects the null of stationarity ($t$-stat = 1.57), while the GPH test estimates the order of integration of implied variance to be roughly $d = 0.44$.

Finally, it has to be noted that option implied variance reflects the market’s expectations of future variance under the risk-neutral probability measure. Risk-neutral variances will almost certainly differ from real-world expected variances, since they reflect risk preferences as well as the market’s subjective expectations. This volatility risk-premium that is incorporated in risk-neutral implied variance is associated with an upwards biased proxy of $\text{var}(s_{t+\tau})$ and, depending on the risk-premium’s time-variation, this is likely to be reflected in the residual errors when estimating UIP regressions. However, even if upwards biased, risk-neutral implied variances represent more timely
proxies for future variance compared to historical estimates, due to their inherently forward-looking nature.

4. Empirical Results

Previous studies of the forward unbiasedness hypothesis have mainly focused on two types of specifications, based on exchange rate levels and exchange rate returns.\(^4\) The first type is specified by a regression of future spot rate levels on current forward rates, described in (6), while the second specification involves regressing exchange rate returns on the forward premium and it is given in equation (7).

\[
\begin{align*}
\text{6} & \quad s_{t+\tau} = \alpha + \beta f_{t+\tau} + \epsilon_t \\
\text{7} & \quad s_{t+\tau} - s_t = \alpha + \beta (f_{t+\tau} - s_t) + \epsilon_t
\end{align*}
\]

Similarly to the more recent stream of the literature on the forward premium puzzle, and addressing the time-series complications that characterize level UIP regressions, we test the standard specification where the forward premium is the only explanatory variable of future spot rate returns. Before examining the effect of expected variance, the standard specification in (7) is estimated for the period 1988-2001 through OLS regressions and statistical inference is based on Newey-West HAC standard errors, with the results presented in Panel A of Table 2. The estimated slope for the entire sample is found to be less than the value of unity that is predicted by UIP. At a level of 0.1312, the forward premium’s beta is positive but, with an OLS standard error of 0.32, statistically indistinguishable from zero. A beta that is statistically different from one is consistent with findings of previous studies that have examined a wide set of exchange rates at various sampling frequencies. Furthermore, the low Adj.R\(^2\) (0.03%) suggests that the forward premium can explain a very small part of subsequent rate changes when we examine a point estimate across the entire sample.

In addition to regressing equation (7) for the entire sample period, rolling 2-year estimations are performed in order to examine the evolution of observed betas across

\(^4\)A third type refers to Error-Correction Models (ECM) which include lagged differences between the spot and the forward rates as additional explanatory variables of exchange rate returns.
time. The methodology of evaluating UIP through rolling regressions, where $\beta$ follows a MA process, is motivated by the findings of Baillie and Bollerslev (2000), among other studies, who report a significant time-variation of the slope coefficient in forward premium regressions, indicating that the rejection of the forward unbiasedness hypothesis is probably dependent on the period examined rather than a universal characteristic of foreign exchange markets.

As can be seen from Figure 4, rolling estimates of the slope coefficient indeed exhibit significant variability throughout the period examined. Starting from a level of around -2, $\beta$ follows an upward trend until 1993, when it experiences a sharp decline. Despite the significant volatility of the estimated slope, which ranges from a minimum of -2.43 to a maximum of 3.43, $\beta$ remains mostly positive after 1990. More importantly, roughly 30% of the coefficients are statistically different from the theoretical value of unity at the 5% confidence level, highlighting a significant deviation from the predictions of the UIP.

As has been discussed in Section 2, the specification in (7) fails to incorporate the JIT correction for the expected variance of the future spot rate, considering the risk-premium to be equal only to the difference between $f_t^{t+\tau}$ and $s_t^{t+\tau}$. Although previous studies have shown that the contribution of this term in explaining violations of UIP is not significant, estimating $\text{var}(s_t^{t+\tau})$, conditional on information available at time $t$, is not straightforward. Therefore, its documented inability to account for deviations of the forward rate’s slope from its theoretical value of unity might be attributed, at least partly, to measurement error rather than to a fundamental quality.

We address this concern by using option-implied variance as an alternative proxy for the exchange rate’s future variance. Pong et al (2004) document that implied currency volatilities provide efficient forecasts of future volatility, particularly at the one-month horizon. In addition, we find that foreign exchange implied variance also has explanatory power over future spot returns. More specifically, we examine the relationship between future spot returns ($s_{t+\tau} - s_t$) and implied variance $\text{var}(s_t^{t+\tau})$ by estimating OLS regressions

Further empirical analysis has been conducted under a wider set of rolling windows as a robustness check. Our findings are consistent across all chosen windows and are, therefore, not reported for brevity.
of (8), both across the full sample as well for rolling 2-year windows, with the results presented in Panel C of Table 2.

\[ s_{t+\tau} - s_t = \alpha + \gamma \var_t(s_{t+\tau}) + \varepsilon_t \]  \hspace{1cm} (8)

Our results suggest that implied variance is negatively related to future exchange rate returns \((\gamma = -0.0386)\). Moreover, when \(\var_t(s_{t+\tau})\) is assumed to be the only factor driving spot returns in (8), the Adj.R\(^2\) is found to be higher than the one obtained from the univariate UIP specification in (7), increasing from 0.03\% to 0.06\% and suggesting that, in the short term, implied variance has a higher explanatory power over spot returns compared to the forward premium. The rolling 2-year estimations produce similar results, with the mean Adj.R\(^2\) increasing from 0.91\% to 1.07\% as we move from the standard UIP specification in (7), where the forward premium is the only independent variable, to estimating (8) where spot returns are assumed to be driven solely by implied variance.

Given the previously reported explanatory power of foreign exchange implied variance over future spot returns, which is found to be higher than that of the forward premium in a univariate setting, we re-examine the forward unbiasedness hypothesis by testing the extended version in (9).

\[ s_{t+\tau} - s_t = \alpha + \beta (f_{t+\tau} - s_t) + \gamma \var_t(s_{t+\tau}) + \varepsilon_t \]  \hspace{1cm} (9)

When running the OLS regressions, the three parameter vector \([\alpha, \beta, \gamma]\) is simultaneously estimated, instead of restricting \(\gamma\) to its theoretical value of -0.5, in order to allow for a more flexible framework. As can be seen from Panel A of Table 2, including an option implied proxy for the future variance of the spot rate fails to improve the predictive power of the forward rate when we run a single OLS regression. More specifically, when the extended specification in (9) is estimated for the entire sample period, the resulting forward beta is in fact slightly lower (0.1037) than the one estimated in (7). On the other hand, the intercept term and the respective t-statistic decrease, while the Adj.R\(^2\) increases to 0.10\%. Although the estimate of the variance’s slope is negative, \(\gamma\) is statistically indistinguishable from zero. Overall, the point estimates of the extended specification represent only marginal changes compared to those of the standard specification, and therefore they cannot be considered as being more consistent with UIP.

However, our results are substantially different when we move from point to rolling estimates. As can be seen from Figure 4 and Panel A of Table 2, introducing the
JIT in rolling 2-year estimations results in the proportion of betas that fail to reject UIP increasing to 77%. This increase of more than 7% with respect to the standard specification is attributed to slope estimates moving closer to their theoretical value of unity, given that standard errors remain at the same level (mean = 0.46). Finally, the average Adj.R² of the rolling regressions increases from 0.91% to 1.96% when the JIT is included.

The methodology of estimating (7) through OLS regressions has been widely adopted in the forward bias literature. However, the resulting slopes and their statistical inference are not free of certain limitations. More specifically, least squares estimation fails to produce unbiased estimates of the forward premium’s beta in the presence of outliers or if the explanatory variable is observed with error, with both cases constituting valid concerns for our sample. Therefore, in addition to OLS, we estimate the standard specification in (7) as well as the JIT extension in (9) through Least Absolute Deviations (LAD), which is more robust to outliers in the regressors and in the errors, and statistical inference is based on the kernel methodology proposed by Powell (1989).

Panel B of Table 2 reports the results from the LAD estimation of the forward unbiasedness hypothesis in (7) and its extension in (9). Regressing spot returns only on the current forward premium for the entire sample produces a negative slope coefficient (-0.1375) which is, unsurprisingly, statistically different from the theoretical value of one and indistinguishable from zero. Considering the point estimate for the entire sample period, the inclusion of a proxy for \( \text{var}(s_{t+\tau}) \) as a correction term does not lead to a \( \beta \) coefficient closer to unity, similarly to the OLS results.

However, when we take into account beta’s time variation in rolling regressions, LAD results appear to be more consistent with UIP compared to the previously obtained OLS results. With respect to the standard specification, 75.67% of LAD betas cannot reject the null of unity, compared to 69.62% when OLS is used. This increase in the proportion of betas that do not reject UIP is of similar magnitude to that obtained when we move from the standard specification to its extension using OLS. Furthermore, estimating the extended JIT specification in (9) through LAD provides coefficients that
are even more consistent with UIP, since 82.21% of the resulting forward premium betas are statistically indistinguishable from one.

5. Conclusion

This paper has examined the forward premium anomaly, i.e. the widely reported finding that when spot returns are regressed on the forward premium, the resulting slope coefficients deviate from one and, in many cases, fall below zero. A negative forward slope represents a significant violation of Uncovered Interest Parity and implies that, not only does the forward rate fail to predict the future level of exchange rates, but that it effectively predicts spot returns of the wrong sign.

Our empirical results confirm previous findings where the use of shorter samples in rolling regressions produces slope coefficients that are relatively disperse, change signs and, for some 2-year periods, do not reject the null of unity. Furthermore, the LAD estimator results in slopes that are more consistent with UIP compared to OLS estimates, since the former technique is able to address some common econometric concerns related to forward bias regressions, such as the presence of outliers in the explanatory variable and in the errors.

More importantly, we find that the spot rate’s future variance has a higher explanatory power over spot returns than the forward premium, and that it goes some way into explaining the previously reported deviations from UIP. Adding the option-implied variance of the spot rate as an additional regressor in the forward unbiasedness specification results in a significantly higher proportion of slopes that are statistically indistinguishable from their theoretical value of unity. Admittedly, introducing the typically omitted JIT cannot be considered a complete solution to the forward premium puzzle since a significant proportion of slopes still reject UIP in the extended specification. However, our results indicate that the existing treatment of JIT as insignificant in explaining deviations from parity can be mainly attributed to the use of a poor proxy rather than a fundamental quality of the term itself. Overall, our findings suggest that the spot rate’s future variance can explain deviations from UIP in certain
sub-samples and, in general, constitutes a significant and trackable part of the risk-premium observed in foreign exchange markets.

Appendix: Estimating Model-Free Implied Variance

Britten-Jones and Neuberger (2000) demonstrate that the future variance of asset returns can be calculated without the restriction of assuming a specific model for the return distribution. More specifically, they demonstrate that volatility implied by options prices can be estimated as the expected sum of squared returns under the risk-neutral measure, showing that in the time interval \([0, T]\) it is completely specified by a set of out-of-the-money (OTM) options expiring at \(T\).

\[
E_0^V [V_T] = E_0^V \left[ \int_0^T \left( \frac{dA_t}{A_t} \right)^2 \right] = 2e^{rT} \left[ \int_{F_{0,T}}^{\infty} \frac{p(K,T)}{K^2} dK + \int_{F_{0,T}}^{\infty} \frac{c(K,T)}{K^2} dK \right]
\] (A1)

where \(V_T\) is the integrated squared volatility of the asset, \(A_t\) is the asset’s spot price at time \(t\), and \(F_{0,T}\) is the forward price at time 0 for delivery at time \(T\). Moreover, \(p(K,T)\) and \(c(K,T)\) are the prices of OTM put and call options, respectively, with strike \(K\) and expiring at \(T\).

In order to derive equation (A1), the only assumption is that the stochastic processes of the underlying and its volatility are continuous. The Britten-Jones and Neuberger (2000) method requires option prices being quoted for a continuum of strikes. In reality, however, empirical estimation of squared expected returns can only be done using a finite set of discrete strikes. Carr and Wu (2004) and Jiang and Tian (2005) relax the assumption of continuity and provide discrete versions of this model. This study follows the methodology adopted, among others, by Taylor, Yadav and Zhang (2010) of using a finite set of OTM options written on an asset to estimate the asset’s integrated variance until the options’ expiration. The discrete version of (A1) is then given as follows:

\[
\text{var}_{MF} = \frac{2}{T} e^{rT} \sum_{i=1}^{M} \frac{\Delta K_i}{K_i^2} Q(K_i, T) - \frac{1}{T} \left[ \frac{F_{0,T}}{K_0} - 1 \right]^2
\] (A2)
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where \( \text{var}_{MF} \) is the model-free expectation of the future variance, \( M \) is the number of strike prices used, and \( Q_i \) is the option’s market price at strike \( K_i \). Since \( K_0 \) denotes the strike price used to select either call or put options in the formula, the option price \( Q_i \) refers to calls when \( K_i \geq K_0 \), and to puts otherwise. Finally, \( \Delta K_i \) is centred on \( \frac{K_{i+1} - K_{i-1}}{2} \).

As can be easily seen from the above equation, the value of \( \frac{1}{T} \left[ \frac{F_{0,T}}{K_0} - 1 \right]^2 \) depends on the strike \( K_0 \) that is chosen to separate call or put prices in the summation term. However, this methodology uses a small number of actual option prices to infer a risk-neutral density and, therefore, to create a significantly large number of artificial option-strike combinations. This allows for \( K_0 \) to be set equal to \( F_{0,T} \), so that the final term in equation (A2) disappears. Consequently, in estimating \( \text{var}_{MF} \) only OTM calls and puts are used, with \( K_0 \) denoting the at-the-money (ATM) strike price.

Although the discrete version of model-free implied variance in (A2) can be empirically estimated, a significantly large set of options is needed to obtain an accurate measure of the underlying’s future variance. Since options are actually quoted at a relatively limited number of strikes, the methodology described by Malz (1997) is employed to construct implied volatility curves using a small set of market-traded options.

Within this framework, the implied volatility curve is fitted as a function of option deltas, as opposed to a function of option strikes. Malz (1997) argues that this methodology ensures that volatilities of options that are further from the money (OTM and in-the-money (ITM) contracts) are grouped more closely together than those of near-the-money options. Taylor, Yadav and Zhang (2010) also mention that ‘… extrapolating a function of delta provides sensible limits for the magnitude of implied volatility curves’. Following this line of thought, a quadratic function of implied volatility is fitted with respect to option delta. In addition to capturing the ‘volatility smile’, the quadratic specification has the advantage of requiring a minimum of only three options to be estimated.

\[
IV_i = \alpha_0 + \alpha_1 \Delta_i + \alpha_2 \Delta_i^2
\]

(A3)
Equation (A3) describes the quadratic function used to construct the implied volatility curve, where \( IV_i \) is the implied volatility of option \( i \), and \( \Delta_i \) is the option’s delta. Moreover, \( IV_i \) is the simple Black and Scholes implied volatility of option \( i \), while \( \Delta_i \) is the sensitivity of option \( i \) to changes in the value of the underlying, measured by the option’s delta as the first derivative of the Black and Scholes formula with respect to changes in the underlying’s price \( A_0 \). It should be noted that, when calculating the model-free implied variance, option deltas are expressed as a function of \( \sigma^* \), which is a constant measure of volatility used across all options (see also Bliss and Panigirtzoglou, 2002, and Taylor, Yadav and Zhang, 2010, for the use of \( \sigma^* \)).

Call deltas range from zero for deep OTM contracts with high strikes to \( e^{-rT} \) for deep ITM ones with low strikes. The respective put deltas range from \( -e^{-rT} \) (deep ITM puts with high strikes) to zero (deep OTM puts with low strikes).

The parameter vector \( \Phi = [\alpha_0, \alpha_1, \alpha_2] \) of the quadratic function is estimated by minimizing the weighted sum of squared differences between observed volatilities \( IV \) and fitted volatilities \( \hat{IV}(\Delta_j, \Phi) \) with respect to \( \Phi \), as given in (A4):

\[
\min_{\Phi} \sum_{j=1}^{M} w_j [IV_j - \hat{IV}(\Delta_j, \Phi)]^2
\]

where \( M \) is the number of observed strikes and \( w_j \) is the weight of option \( j \)’s delta. The weight \( w_j \) of option \( j \) is equal to \( \Delta_j(1 - \Delta_j) \) and the minimization is subject to the constraint of fitted volatilities being strictly positive, \( \hat{IV}(\Delta_j, \Phi) > 0 \). The above weighting scheme ensures that deviations of fitted volatilities from observed levels are more heavily penalized for the nearest-the-money options, i.e. calls with deltas close to 0.50, compared to further-from-the-money contracts. Placing more weight on near-the-money options is compatible with the stylized fact that these options are more heavily traded, thus reducing the effect of possible outliers of illiquid ITM and OTM contracts.

After fitting the implied volatility curve, a large set of artificial option prices is created using the vector \( \Phi \). More specifically, 1,000 equally spaced deltas ranging from 0 to \( e^{-rT} \) are used to extract the corresponding strikes. Then, option prices (both calls and puts) are estimated using the Black and Scholes formula with the respective combinations
of strike price and volatility. The OTM contracts are identified and used in estimating the asset’s integrated variance in equation (A2), i.e. puts with strikes in the range \([0, F_{0,T})\) and calls with strikes in the range \([F_{0,T}, \infty)\). Finally, standardized 30-day estimates are calculated by linearly interpolating between the nearest and second-nearest variances.

References


Gourinchas, Pierre-Olivier, and Aaron Tornell, 2004, Exchange Rate Puzzles and Distorted Beliefs, *Journal of International Economics* 63, 303-333
Kwiatkowski, Denis, Peter Phillips, Peter Schmidt and Yongcheol Shin, 1992, Testing the Null Hypothesis of Stationarity against the Alternative of a Unit Root: How Sure are we that the Economic Time Series Have a Unit Root?, *Journal of Econometrics* 54, 159-178
McCallum, Bennett, 1994, A Reconsideration of the Uncovered Interest Parity Relationship, *Journal of Monetary Economics* 33, 105-132
Fig. 1. Correlograms
The upper graph plots the autocorrelation function of the spot and forward rates, while the lower graph plots the autocorrelation function of spot returns and the forward premium. The sample runs from January 1988 to June 2001.
<table>
<thead>
<tr>
<th></th>
<th>ADF (t-stat)</th>
<th>KPSS (t-stat)</th>
<th>GPH (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_t$</td>
<td>-2.45*</td>
<td></td>
<td>0.81</td>
</tr>
<tr>
<td>$f_{t+\tau}$</td>
<td>-2.43*</td>
<td></td>
<td>0.76</td>
</tr>
<tr>
<td>$s_{t+\tau} - s_t$</td>
<td></td>
<td>0.05*</td>
<td>0.05</td>
</tr>
<tr>
<td>$f_{t+\tau} - s_t$</td>
<td></td>
<td>3.67</td>
<td>0.62</td>
</tr>
<tr>
<td>$\text{var}(s_{t+\tau})$</td>
<td>-49.39</td>
<td>1.57</td>
<td>0.44</td>
</tr>
</tbody>
</table>

*Note: This Table tabulates the results of tests for the order of integration of the main variables, namely the spot exchange rate, the forward rate, spot rate returns, the forward premium and the future spot variance. Panel A describes the results of the Augmented Dickey-Fuller (ADF) test, the null of which is that the series examined is a unit root. Panel B describes the results of the Kwiatkowski, Phillips, Schmidt and Shin (KPSS) test, the null of which is that the series examined is stationary. Panel C reports the variables’ order of integration (d) based on the Geweke and Porter-Hudak (GPH) test. The number of lags in the ADF test is selected using the Schwartz Information Criterion. The number of lags in the KPSS test is selected automatically by Newey-West bandwidth using Bartlett kernel spectral levels. The 5% critical values are -2.87 and 0.46 for the ADF and KPSS tests, respectively. Finally, * denotes statistical significance at the 5% level.*
Fig. 2. Interest Rate Differential vs Forward Premium
The upper graph plots the difference between the GBP and USD interest rates, from January 1988 to June 2001. The lower graph plots the forward premium of the GBP/USD exchange rate, from January 1988 to June 2001.
Fig. 3. Implied Variance
This Figure plots the standardized 30-day Implied Variance of the GBP/USD exchange rate, from January 1988 to June 2001.
Table 2
UIP Regression Results

Panel A: OLS estimation of UIP

<table>
<thead>
<tr>
<th>Specification</th>
<th>point estimate $\alpha$</th>
<th>point estimate $\beta$</th>
<th>point estimate $\gamma$</th>
<th>point estimate Adj.R$^2$</th>
<th>rolling betas non-rejecting $H_0: \beta = 1$</th>
<th>mean rolling Adj.R$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>-0.0015 (-1.12)</td>
<td>0.1312 (-2.76)</td>
<td></td>
<td>0.03%</td>
<td>69.62%</td>
<td>0.91%</td>
</tr>
<tr>
<td>JIT Extended</td>
<td>-0.0010 (-0.75)</td>
<td>0.1037 (-2.96)</td>
<td>-0.0366 (12.77)</td>
<td>0.10%</td>
<td>76.98%</td>
<td>1.96%</td>
</tr>
</tbody>
</table>

Panel B: LAD estimation of UIP

<table>
<thead>
<tr>
<th>Specification</th>
<th>point estimate $\alpha$</th>
<th>point estimate $\beta$</th>
<th>point estimate $\gamma$</th>
<th>point estimate goodness-of-fit</th>
<th>rolling betas non-rejecting $H_0: \beta = 1$</th>
<th>mean rolling goodness-of-fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>-0.0008 (-1.41)</td>
<td>-0.1375 (-6.74)</td>
<td></td>
<td>0.03%</td>
<td>75.67%</td>
<td>0.58%</td>
</tr>
<tr>
<td>JIT Extended</td>
<td>-0.0093 (-1.16)</td>
<td>-0.1321 (-6.62)</td>
<td>0.0098 (20.87)</td>
<td>0.05%</td>
<td>82.21%</td>
<td>1.33%</td>
</tr>
</tbody>
</table>

Panel C: OLS regression of spot returns on implied variance

<table>
<thead>
<tr>
<th>point estimate $\alpha$</th>
<th>point estimate $\gamma$</th>
<th>point estimate Adj.R$^2$</th>
<th>mean rolling Adj.R$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.0012 (-0.88)</td>
<td>-0.0386 (11.72)</td>
<td>0.06%</td>
<td>1.07%</td>
</tr>
</tbody>
</table>

Note: Panels A and B tabulate the results of testing the forward rate unbiasedness hypothesis through OLS and LAD regressions, respectively. Panel C reports the results of regressing spot rate returns against the spot rate’s implied variance. The t-statistics (in brackets) refer to statistical difference from 0, 1 and -0.5, for $\alpha$, $\beta$ and $\gamma$, respectively. OLS t-statistics are based on Newey-West HAC standard errors. LAD t-statistics are estimated through the kernel-based methodology proposed by Powell (1989). Goodness-of-fit for the LAD estimator is evaluated through the Koenker and Machado (1999) metric.
Fig. 4. OLS Forward Premium Slopes.
This figure plots the slopes of rolling 2-year OLS unbiasedness regressions for the GBP/USD exchange rate. The sample period runs from January 1988 to June 2001. The upper graph plots the slopes of the standard specification, while the lower graph plots the slopes of the extended JIT specification. The dashed lines represent the conventional two OLS standard error confidence bands. The red line shows the theoretical value of unity.
Fig. 5. LAD Forward Premium Slopes.
This figure plots the slopes of rolling 2-year LAD unbiasedness regressions for the GBP/USD exchange rate. The sample period runs from January 1988 to June 2001. The upper graph plots the slopes of the standard specification, while the lower graph plots the slopes of the extended JIT specification. The dashed lines represent the conventional two LAD standard error confidence bands. The red line shows the theoretical value of unity.